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Preface

Although the topology has originated in different manners, it is a good idea to learn met-
ric space first and then topology. Therefore the present book is completely dedicated to
metric spaces and their topology. This subject is a necessity for many mathematical spe-
cialties and other fields. One is likely to approach the topic from their own perspective.

The present book is an outcome of my lecture notes, which were prepared to teach
topology at the Central University of Rajasthan, India. This book tries to answer the ques-
tions asked during the classroom teaching, either by me or by the students.

The book starts with a basic fundamental question: “What is a set?” Why an ax-
iomatic system is required. In the first chapter, the Zermelo-Freenkel axiomatic sys-
tem is discussed. The complete description of the various number systems has been dis-
cussed in the first chapter. The constructions of the real number system with the help of
Dedekind cuts and Cauchy sequences are discussed in the Chapters 1 and 5, respectively.

Chapter 2 starts with the definition of a metric space. In this chapter, various ex-
amples and properties of the metric spaces and normed spaces are discussed. Also, the
distances between the sets in metric spaces and the Gromov-Hausdorff distance are
discussed.

Chapter 3is devoted to maps between metric spaces. The first section discusses con-
tinuous maps and their properties. The second section discusses homeomorphisms and
their properties. The third section discusses equivalent metrics. The notions of Lipschitz
equivalent and topological equivalent metrics are discussed. In the fourth section the
isometry between metric spaces is discussed. The fifth section discusses the finite met-
ric spaces and their embedding in Euclidean spaces.

In Chapter 4, metrics on the product and quotient sets are discussed. Again, the
metric-preserving maps are discussed in this setting.

Chapter 5 is devoted to sequences in metric spaces. The first section deals with con-
vergent sequences and their properties. The second section discusses complete metric
spaces and their properties. In the fifth section the completion of a metric space is dis-
cussed. In the fourth section the real number system is obtained via the completion of
the rationals, which is an incomplete metric space. In the fifth section, the Baire category
theorem and its applications are discussed.

Chapter 6is devoted to compact metric spaces. The first section discusses their prop-
erties. In the second section, some equivalence of compactness is discussed. In the third
section the Hilbert cube is discussed, and it is proved that a compact metric space can
be embedded in the Hilbert cube as a closed set. The fourth section discusses the Cantor
set, and it is shown that a compact metric space is a continuous image of the Cantor set.

The last chapter is about connected metric spaces. Various properties of connected
spaces are discussed in the first and second sections. The last section discusses the path-
connected metric spaces.

A book cannot be completed without the help of others. First of all, I am thankful
to my teachers, Prof. Ramji Lal (retired) and Prof. R. P. Shukla, University of Allahabad,

https://doi.org/10.1515/9783111636085-201



VIII — Preface

Prayagraj, for their constant encouragement. I am also grateful to Prof. D. P. Choudhary
(retired), University of Allahabad, Prayagraj, for pointing out various errors in this book.
However, if there are any errors left, I am the only one responsible for them. I will be
thankful to the readers if they can let me know any kind of errors in the book. I am
very thankful to the editorial team of De Gruyter, especially Dr. Ranis N. Ibragimov. He
was very helpful at various stages. I am thankful to my parents, Mr. V. K. Khattri and
Mrs. Gaytri Khattri, for their constant moral support. Last but not least, my wife Vinny
has my sincere gratitude for her patience, unwavering support, and encouragement all
across my life.

Central University of Rajasthan Vipul Kakkar
India
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1 Theory of sets

In this chapter, we will very briefly study the axiomatic set theory and construct some
important number systems.

1.1 Need of axiomatic system

It is a general curiosity of various people “What do you do with math?” or “What is
math?” A sophisticated answer of this question may be “It is the study of structures.”
Astructure is a system of some kind of objects that have certain relationships defined for
those objects or their pairs, triples, etc. The groups, rings, metric spaces, or topological
spaces are a few examples of mathematical structures. The content of the object that
constitutes the structure under study is neither highlighted nor denied during the study
of a structure. Although it is not necessary to know what oxygen is throughout life, but
itis a good idea to know what you are breathing at least once in your life.

The theory of sets as a formal study of mathematics started with the work of Georg
Cantor. It was initiated from the questions of analysis.

Suppose that 1= a,e™ and Y/=%°_b,e™ (0 < ¢ < 271) are the Fourier series such
that

n=co ) n=co )
Z a, ot z b, oIt
n=—o0o n=-co

Is a, = b, for all n? Cantor in 1870 showed that this is true. He defined a set as follows:

By a set we shall understand any collection into a whole X of any definite, distinct objects
X (which will be called elements of X) of our intuition or of our thought.

We may further ask what is meant by objects, distinct objects, collections, etc. There-
fore a definition is required. It seems that there must be a point where we can start. Such
concepts are called the primitive concepts. The term “set” will be one of the primitive
terms for us. Let us consider one example (nonmathematical) that we can face.

Example 1.1.1. One day a little kid called Mr. Vanjul asked his mother after seeing a
baby cat “Who is mother of that baby cat?” His mother replied that the black cat is the
mother of that baby cat. Mr. Vanjul further asked “Who is mother of that black cat?” His
mother replied that she did not know but it certainly exists. As soon as Mr. Vanul got the
existence of a mother, he started asking the existence of mother of mother.

This seems to be an infinite loop of query, but very cleverly his mother made an
assumption or an axiom that there is a cat who is not a baby of any cat. In the evidence,
she told a story of Adam and Eve and assumed that there must be Adam and Eve like
creature for cats also.

https://doi.org/10.1515/9783111636085-001



2 —— 1 Theory of sets

There are situations in which certain assumption can give rise to an adverse sit-
uation. These are called paradoxes. Let us consider the following (nonmathematical)
examples.

Barber’s paradox

There is a barber who shaves all those and only those who does not shave themselves.
This statement can not answer “Who shaves the barber?” If he shaves himself, then he
contradicts the statement. If he does not shave himself, then according to the statement,
he must shave himself, again a contradiction.

King-thief paradox

One day, a thiefwas caught and taken to the king’s court. The king instructed his minister
to inquire with the thief about the truth. He ordered a life sentence for speaking the truth
otherwise hanging the thief to death. The thief was brought before the king the following
day. The king asked “What would you like to say?” The thief responded “I will be hanged
until death, my lord!” Upon hearing this, the king had no choice but to leave the thief, as
if his statement were false, then he would not be hanged, but he should have been hanged
for the false statement. On the other hand, the king would contradicted himself again if it
was true that he would be hanged as for the truth, he should have sentenced him to life in
prison.

An axiomatic system for the theory of sets is required to study and develop a theory
that is free of paradoxes.

1.2 Logic

The logic may be defined as a language of science. In any language, we usually find some
symbols and their combination, which we call a sentence, such that our idea can be
expressed and shared. In our particular situation, we are interested in those sentences
for which we can affirm whether they are true or false but not both. These sentences are
called mathematical or logical statements or propositions. By a statement we will always
mean a mathematical statement. We will combine the statements using the connectives.
These are “and”, “or”, “not”, “if ..., then”, “if and only if”.

If p denotes a statement, then not p is called the negation of p. We denote is by —p.
The negation of a true sentence is false, and that of a false sentence is true.

Let p and q be statements. We denote p and q by p A q and call the conjunction. The
conjunction of two sentences is true if and only if both statements are true. If we assign
“T” and “F”, respectively, for the true and false statements, then we can represent this
in Table 1.1, which we call a truth table:
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Table 1.1: Conjunction.

PAq
-

T s T T e~
m N TN .

F
F
F

We denote p or q by p v q and call the disjunction. The disjunction of two sentences
is true if and only if at least one of the statements is true. By p = g we mean that the
statement p logically implies q. This is called the implication. The implication p = q is
false if p is true and q is false; otherwise, it is true. There are different ways of stating
this; for example, “p implies q”, or “if p, then ¢”, or “p is a sufficient condition for ¢”,
or “q is a necessary condition for p”. In p = ¢, p is called a hypothesis or antecedent,
and q is called a conclusion or consequent. The truth table of the implication is shown
in Table 1.2:

Table 1.2: Implication.

pP=q
-

m TN NS
m N TN .

F
T
T

From the truth table of implication we can observe that if the hypothesis is false,
then the implication is always true irrespective of conclusion. There will be several
places where we will be using this fact in proving some statement. A sentence whose
truth-value is always true is called as a tautology. A sentence whose truth value is al-
ways false is called a contradiction.
Two mathematical statements p and q are called logically equivalent if p = ¢ and

q = p.Wedenoteitbyp & g. We can check that the implication p = ¢islogically equiv-
alent to -pVvq. The following laws hold for the connectives conjunction, disjunction, and
negation.
(i) Idempotent law

(@pApep, (b)pvpep.
(i) Associative law

@PpA@AT) & PAQAT, (B)pV(qVr) e (Vg V.
(iii) Commutative law

@pnqeqnp, (b)pvgeqvp.
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(iv) Distributive law
@pA@Vr) e PAQV(PAT),
b pVv(grr) & @V V).
(v) Identity law

@pATep, (b)pVvFep,
(opAnFeF, (dpvTeoT.

(vi) De Morgan’s law

(@-~(pAg) e pvoq (b)~(pVvg) o pA-q.
(vii) Negation law

@pn-peF, (b)pv-peT, (¢)(-p ep.

The following rules of inference are used in deriving the conclusion from a given hy-
pothesis.

(i) Tautology:p = p.

(ii) Rule of detachment: If p is true and p = ¢, then q is true.

(iii) Rule of syllogism:Ifp = qand q = r,thenp = r.

(iv) Contrapositive rule:p = q © —~q = —p.

Let P(x) denote an expression that involves some variable x that becomes a mathemat-
ical statement when we substitute a suitable object for x. We will use two logical quan-
tifiers called the universal quantifier V and the existential quantifier 3. By (3x, P(x)) we
mean that “there exists an object x such that P(x) is true”. By (Vx, P(x)) we mean that “for
all objects x, P(x) is true”. We can observe that the negation of (3x, P(x)) is (Vx, =P(x))
and the negation of (Vx, P(x)) is (3x, =P(x)).

1.3 The Zermelo-Fraenkel axiomatic system

The works of Georg Cantor and Richard Dedekind paved the way for the modern set the-
ory. In its beginning the paradoxes appeared in the set theory. Therefore set theory re-
quired an axiomatic system that was free from paradoxes. In this section, we present one
axiomatic system called the Zermelo-Fraenkel axiomatic system. There are also other
axiomatic systems for the set theory. The term “set” will be a primitive term for us. Also,
the sense of membership will also be primitive for us. By x € A we will mean that “the
object x is a member of A”. There are other ways of saying the same thing, for example,
“x belongs to A”, “x is in A”, etc. By x ¢ A we mean that “x is not a member of A”. We
have one more predicate that we take as a primitive term. This predicate has the sense
of equality. We denote it by =.

Axiom of extension. If every element of the set A is an element of the set B and every
element of the set B is an element of the set A, then the set A is equal to the set B.
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This simply says that a set is completely determined by the expansion or extension
of its elements. This axiom indeed relates the predicates € and =.

Axiom of existence. There is a set with no elements.

By the axiom of extension we can observe that the set containing no element is
unique. This set is called the empty set or null set. We denote it by 0.
Let P(x) denote a property that involves some variable x.

Axiom of specification. Given a set A, there is a set B that consists of all the elements x
from the set A satisfying P(x).

By axiom of specification, {x € A | P(x)} is a set. By the axiom of extension we can
note that such a set is unique. We must definitely point out that we are not saying that
there is a set for any property. Let us check if we have this as an axiom. This implies that
M = {x | x ¢ x}is aset. Then either M ¢ MorM ¢ M.IfM € M,then M ¢ M, and
if M ¢ M, then by the defining property of the set M € M. Therefore we get a paradox
called as Russell’s paradox. Indeed, this axiom restricts in defining the set of all sets. On
the contrary, if S is the set of all sets, then by the axiom of specification {x € S | x ¢ x} is
a set, but this leads to a contradiction.

If A and B are sets, then by the axiom of specification {x € A | x ¢ B} is a set. This is
denoted by A \ Bor A - B and called the complement of B in A.

We say that a set A is a subset of a set B if x € A implies x € B. We denote this by
A ¢ B. We can easily note that A < A.ByA c BorA ¢ Bwemean A ¢ Band A # B. If
A c B, then we say that A is a proper subset of B. It is easy to observe that A = B if and
onlyifA c Band B c A.

Axiom of power set. Let A be a set. Then there exists a set whose elements are precisely
the subsets of A.

If A is a set, then we denote the set of all subsets of A by P(A).

Axiom of pair. Let A and B be sets. Then there exists a set C whose elements are precisely
A and B.

Let A be a set. Then by the axiom of pair, {4, A} is a set, and by axiom of extension it
is precisely {A}.

Let A and B be sets. Let a € A and b € B. Then by the axiom of pair, {{a}, {a, b}} is
a set. We denote it by (a, b). The set (a, b) is called the ordered pair. We can easily note
that (a, b) = (¢, d) if and only if @ = c and b = d. This indeed justifies the word “ordered
pair”.

Remark 1.3.1. The definition (a,b) = {{a}, {a, b}} is called the Kuratowski definition of
an ordered pair. There is another way of defining an ordered pair, which is called Haus-
dorff’s definition. By Hausdorff’s definition
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(a,b) = {{a, 0}, {b, {0}}}.

Axiom of union. Let C be a set. Then there exists a set whose elements are precisely the
elements of elements of C.

Let C be a collection of sets. By [ JC or [ J{A | A € C} we mean the set whose elements
are precisely the elements of elements of C. This called the union of members of C. If
C = {A, B}, then we denote the union by A U B.

Let C be a collection of sets. Then by the axiom of specification,

ﬂC:{er|xeA,VAeC}

is a set. This is called the intersection of members of C. If C = {A, B}, then we denote the
intersection by A n B.

Let F(x,y) denote a property such that for every x, there is a unique y for which
F(x,y) holds.

Axiom of replacement. Let A be a set. Then there exists a set B such that for each x € A,
there is y € B such that F(x,y) holds.

Note that this axiom allows us to replace some of the elements of the set A by a set B.

Axiom of regularity. Let A be a set. Then there exists a set B in the set A such that no
member of B is in A.

By this axiom we can prove thatif Aisa set,then A ¢ A. On the contrary, suppose that
there exists a set A such that A € A. Then A € A n {A}. This implies that A n {A} # @. This
is a contradiction as by the axiom of regularity there is a set in {A} whose intersection
with {A} is empty.

By this axiom we can also prove that if A and B are sets, then either A ¢ Bor B ¢ A.
We leave this as an exercise.

Let A be a set. Then the successor of A is the set A U {A}. We denote it by A* or A + 1.
A set S is called an inductive set if § € S and A € S implies that A" € S.

Axiom of infinity. There exists an inductive set.

We can easily observe that an arbitrary intersection of inductive sets is again an
inductive set. Thus the smallest inductive set exists. We denote it by IN;,.

Let the symbol 0 (zero) denote the empty set @. We denote 1 for the successor of 0,
that is,

1=0"=0u{0} = {0} = {0}.
Similarly, 2 denotes the successor of 1, that is,

2=1"=10{1} = {0,1} = {0, {0}}.
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Once we define n — 1, we define n as the successor of n — 1. Note that
n=1{0,1,...,n-1}.
Thus
Ny =1{0,1,...,n,...}.
We denote by N the set N \ {0}, that is,
N={12,...,n,...}.

The set N is called the set of natural numbers.

The above-mentioned nine axioms constitute the Zermelo—Fraenkel axiomatic sys-
tem. Later, we will add one more axiom called the “Axiom of choice”. We will assume all
these ten axioms have a precise clarity, so that we are not going to face any problematic
situation as far as the logic is concerned.

1.4 Relation

Let X and Y be sets. Then the Cartesian product X x Y of X and Y is the set of all ordered
pairs (x,y), where x € X and y € Y, that is,

XxY={(xy)|xeXandyeY}

Notethat X x Y € P(P(X UY)).
Definition 1.4.1. Let X and Y be sets. Then a relation R from X to Y is a subset of X x Y.

Letx ¢ Xandy € Y.If (x,y) € R, then we say that x is related to y under the
relation R. We also express it as ,R,. A relation R from a set X to X is called a relation
onX.

Example 1.4.2. Let X be a set. Then the relation Ay = {(x,x) | x € X} is called the diago-
nal relation on X.

Example 1.4.3. Let X be a set. Then the relation
ex={(xy) | x,y € X and x € y}

is called the membership relation on X.

Let R be a relation from a set X to a set Y. Then the set

Dom(R) = {x € X | 3y € Y such that (x,y) € R}
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is called the domain of R. Note that Dom(R) < X. Also, the set
Im(R) ={y € Y| Ix ¢ X such that (x,y) e R} c ¥

is called the image or range of R. The set Y is called the codomain of R.

Definition 1.4.4. Let R be a relation from a set X to a set Y, and let S be a relation from
Y to a set Z. Then the composition S » R of relations R and S is defined as

SoR={(x,z) e XxZ | 3y € Y such that (x,y) € Rand (y,z) € S}.

We can show that if R, S, and T are the relations from a set X toa set Y, from Y to a
set Z, and from Z to a set W, respectively, then (T o S)cR=T o (SoR).

Definition 1.4.5. Let R be a relation from a set X to a set Y. Then the inverse relation
R7' of R is defined as

R'= {3, X) e Y xX | (x,y) e X x Y}.

Example 1.4.6. Let X = {x,y,z} and R = {(x,y), (x,z)}. Then R!= {(y,x), (z,x)}. Note
thatRo R = {(y,y), > 2), (z.)), (z,2)} and R o R = {(x, x)}.

Definition 1.4.7. Arelation R on a set X is called

(i) reflexiveif (x,x) € Rforall x € X;

(ii) symmetricif (x,y) € R implies (y,x) e Rforall x,y € X;

(iii) transitive if (x,y) € Rand (y,z) € Rimply (x,z) e Rforall x,y,z € X.

Note that R is reflexive if and only if Ay < R, R is symmetric if and only if R* = R, and R
is transitive if and only if Rc R € R.

Definition 1.4.8. A relation R on a set X is said to be an equivalence relation if it is re-
flexive, symmetric, and transitive.

Definition 1.4.9. Let R be an equivalence relation on a set X. Then the equivalence class
[x] of x € X is the set of all elements of X that are related to x. In other words,

XI={yeX|(xy) €R}

We also denote the equivalence class [x] by R, or X. Since x € [x], [x] # 0. We can
easily show that the equivalence classes [x] and [y] are either equal or disjoint according
to (x,y) € Ror (x,y) ¢ R, respectively. The set X/R of all equivalence classes of elements
of a set X under an equivalence relation R is called the quotient set of X modulo R. In
other words,

X/R={[x]|xeX}
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Definition 1.4.10. Let X be a set. A subset A of the power set of X is called a partition
of X if the union of all members of .4 is X and any two distinct sets A and B in A are
disjoint.

We can clearly note that if R is an equivalence relation on a set X, then the quotient
set X/R is a partition of X. Conversely, given a partition .4 of a set X, we can define the
equivalence relation

R={(x,y) | 3A € Asuch thatx,y € A}.

We can also check that the quotient set X/R is precisely the partition .A.

Definition 1.4.11. A relation R on a set X is called

() antisymmetric if whenever (x,y) € R and (y, x) € R, then x = y.
(i) asymmetricif (x,y) € Rimplies (y,x) ¢ Rforall x,y € X.

(iii) partial order if it is reflexive, antisymmetric, and transitive.
(iv) strict order if it is asymmetric and transitive.

If R is a partial order relation on a set X and (x,y) € R, then we denote it by x < y or
Yy > x. The pair (X, <) is called a partially ordered set or poset. When the partial order
on X is understood, we will say that X is a partially ordered set. If S is a strict order on
aset X and (x,y) € S, then we denote it as x < y or y > x. We can easily show that if S is
a strict order on X, then the relation R on X defined by

(x,y) €eR ifandonlyif (x,y)eSorx=y

is a partial order on X. Conversely, if R is a partial order on X, then the relation S on X
defined by

(x,y) €S ifandonlyif (x,y)eRorx+y

is a strict order on X.

Example 1.4.12. Let (X, <) and (Y, <,) be two posets. The relation < on X x Y defined by
(X, y1) < (Xp,¥,) if either (x; <1 Xp) or (x; = X, and y; <, y,) is a partial order on X x Y.
This is called the lexicographic order or dictionary order on X x Y.

Example 1.4.13. Let (X, <) be a posetand Y < X. Then < N(Y x Y) is a partial order on
Y induced by the partial order on X.

We say that two elements x and y of a poset X are comparable if either x < y or
Yy < x. A partial ordered relation < on a set X is called a total order if any two elements
of X are comparable. A subset Y of a poset (X, <) is called a chain if Y is a total ordered
set with respect to the induced partial order on Y.
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Let A be a subset in a poset X. Then x € X is called an upper bound (respectively, a
lower bound) of A if a < x (respectively, x < a) for all a € A. It is not necessary that an
upper bound or a lower bound of a set A exists in a poset X. If an upper bound (respec-
tively, a lower bound) of a set A exists in X, say x, then we say that A is bounded above
(respectively, bounded below) by x. An element m € X is called a maximal (respectively,
a minimal) of X if for all elements x € X with m < x (respectively, x < m) we have that
X = m. An element g € X (respectively, s € X) is called the greatest or largest element
(respectively, the smallest or least element) of X if x < g (respectively, s < x)forall x € X.
Note that the greatest or the least element (if it exists) is unique. A partial order < on a
set X is called a well order if every nonempty subset of X has the least element in it. If <
is a well order on X, then we say that (X, <) is a well-ordered set.

Let A be a subset of a poset X. Then [ € X is called the least upper bound or supre-
mum of A if it is an upper bound of A and the least element in the set of all upper bounds
of A. We denote the least upper bound of a set A (if it exists) by lub(A) or sup(A4). Also, an
element g € X is called the greatest lower bound or infimum of A if it is a lower bound
of A and the greatest element in the set of all lower bounds of A. We denote the greatest
lower bound of a set A (if it exists) by glb(A) or inf(A). A partial order < on a set X is
called a complete order if all the nonempty subsets of X that are bounded above have
the least upper bounds in X. If a partial order < is a complete order on X, then we also
say that X has the least upper bound property. We can show that a partial order < on a
set X is a complete order if and only if all the nonempty subsets of X that are bounded
below have the greatest lower bounds in X.

1.5 Map

The notion of a map is important in mathematics in a lot of ways. One of the most im-
portant when we try to figure out if two objects are the same in some sense. Let us
understand it by the following nonmathematical example.

Example 1.5.1. Ms. Vinny has two kids called Mr. Vanjual and Mr. Venu. She often takes
help from these kids while working in her kitchen. Mr. Vanjul knows only 1, 2, and 3,
whereas Mr. Venu knows only a, b, and c. She has three boxes containing sugar, salt, and
baking soda, respectively, in the three boxes. She puts the labels 1, 2, and 3, respectively,
for sugar, salt, and baking soda. She also puts the labels a, b, and c, respectively, for sugar,
salt, and baking soda. Whenever she needs sugar with help of Mr. Vanjul, she just says
“Please give me the box having label 1” and similarly for the other labels. In this way, we
can say that the set {1, 2, 3} is the same as the set {a, b, c} as far as this particular purpose
is concerned.

Definition 1.5.2. A relation f from a set X to a set Y is called a map or function if for
every x € X, there is a unique y € Y such that (x,y) € f. In other words,
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(1) forall x € X, thereisy € Y such that (x,y) € f, and
(i) if O6yq) € fand (x,y,) € f, theny; = y,.

If f is a map from a set X to a set Y and (x,y) € f, then we say that y is the image of x
under f. We denote it as y = f(x). By the notation f : X — Y we mean that f is a map
from X to Y. Two maps f,g : X — Y are called equal if f(x) = g(x) for all x € X.

Example 1.5.3. There is only one map 0 from the empty set to any set. This map is called
the empty map. There is no map from a nonempty set to the empty set.

Example 1.5.4. The diagonal relation Ay is a map on a set X. This map is called the iden-
tity map. We denote it by Iy.

Example 1.5.5. Let A be a subset of a set X. Then the relation iy = {(a,a) | a € A}isa
map from A to X. This map is called the inclusion map. We also denote it by A — X.

Example 1.5.6. Let X and Y be sets and fix ¢ € Y. Then the relation f = X x {c} is a map
from X to Y. This map is called a constant map. Thus f(x) = c for all x € X.

Example 1.5.7. LetX; and X, besets.Thenp; : X;xX, — X; (i = 1,2) defined by p;(xy, X,) =
X; is a map. This map is called the ith projection.

Example 1.5.8. Let R be an equivalence relation on a set X. Then the correspondence
Vg : X — X/R defined by vz(x) = [x] is a map. This map is called the quotient map.

Example1.5.9. Letf : X —» Yand g : Y — Z be maps. Then their composition g - f asa
relation is a map from X to Z. Note that (g o f)(x) = g(f(x)).

Example 1.5.10. Letf : X — Y be amap, andlet A ¢ X. Thenthemapfoiy: A — Yis
called the restriction of f on A. We denote this map by f | 4.

Definition 1.5.11. Letf:X - Y,g:Y — Z,and h : X — Z be maps. Then the diagram

x 1

h

<t

g

N

is called commutative if h = g o f.

Definition 1.5.12. Amap f : X — Y is called:
() Injective or one-one if f(x) = f(y) implies x = y for all x, y € X.
(i) Surjective or onto if for all y € Y, there is x € X such thaty = f(x).

Letf : X — Y be amap. Then the inverse relation f ! from ¥ to X need not be a map. We
can show that ! is a map if and only if f is bijective. In this case, f ™ is also bijective.
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Letf : X — Y be a map, and let A be a subset of X. Then the set
flA)={f(a)|acAlcY

is called the image of A under f. Note that f is surjective if and only if f(X) = Y. We can
observe that if A and B are subsets of X, then f(A U B) = f(A) U f(B) and f(ANB) ¢
f(A) nf(B). Also, f(ANn B) = f(A) n f(B) for all subsets A and B of X if and only if f is
injective.

Letf : X — Y be a map, and let B be a subset of Y. Then the set

[ B ={xeX|f(x)eB <X

is called the inverse image or preimage of B under f. We can show that if A and B are
subsets of ¥, then f "Y(AUB) = f (A)uf X(B),f HANB) = f 1 A)nf'(B),andf 1(A\B) =
@\ ®).

Let I and X be sets. Then the domain I of a surjective map f : I — X is called
an indexing set. The use of an indexing set is to collect as many sets (which are not
necessarily distinct) as elements in I. Let

S ={A, | a € I, where I is an indexing set}

be a collection of sets. The union of the members of the above collection is denoted by
Uaer Aq o UfA, | a € I}. We have the corresponding notation (¢, 4, for the intersec-
tion. We can generalize the behavior of arbitrary union or intersection of subsets under
the map f : X — ¥; for example,

7(Uad) = Ura.

ael ael

We leave the others as an exercise for the reader. We are now able to have one more
axiom, “Axiom of choice”. This axiom is independent of all the axioms of the Zermelo—
Fraenkel system.

Axiom of choice. Let X be a set of nonempty sets. Then there is a functionf : X — [JX
such that f(A) € A for all A € X. Such a function f is called a choice function.

Let I be an indexing set, and let C = {X,, | a € I} be a collection of sets. Then the set

H&:%JHU&

ael ael

Xx(a) € Xa}

is called the Cartesian product of the collection C.
Letf : X — Y be a map. Suppose that R and S are equivalence relations on X and Y,
respectively. It is natural to think of a map between the quotient sets X/R and Y/S such
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that the equivalence class of x € X corresponds to the equivalence class of f(x) € Y.In
general, this correspondence need not be a map.

Foramapf:X — Y,wedefinethemap (f xf) : X xX - Y xY by (f xf)(xy,X;) =
(f(x1),f(x5)). Suppose that R and S are equivalence relations on X and Y, respectively.
Then f : X — Y is called a relation-preserving if (f x f)(R) < S. In other words, (f x
(x4, x5) € S for all (x4, x,) € R.

Iff : X — Y be a map, then the equivalence relation Ker f = (f x f)"'(Ay) on the set
X is called the kernel of f. Note that f is injective if and only if Ker f = Ay.

Let R and S be equivalence relations on the sets X and Y, respectively. Letf : X —» Y
be a relation-preserving map. Then we have the map f : X/R — Y/S defined by f([x]) =
[f(0)]. Observe that the following diagram is commutative:

x L vy

[

x/R L v/s

We can check that a map f that makes the above diagram commutative is unique. Also,
if twomaps f : X — Y and f : X/R — Y/S make the above diagram commutative, then
f is necessarily a relation-preserving map.

Let us take S = Ay in the above diagram and suppose R ¢ Kerf. Then we have the
map g : X/R — Y defined by g([x]) = f(x). Note that gov; = f and such a map is unique.
Observe that to have a well-defined map g : X/R — Y, it is necessary that R € Kerf.In
this case the relation (f x f)(R) is an equivalence relation on Y. Moreover, iff : X —» Y
is surjective and R < Ker f, then we have a unique bijective map f : X/R — Y/S that
makes the following diagram commutative:

x L vy

[

X/R % Y/S

We are now in position to prove the following result, which is fundamental in nature.

Theorem 1.5.13 (Fundamental theorem of maps). Let R be an equivalence relation on a
set X, and let f : X — Y be a map. Then there is a unique map f : X/R — Y that makes
the following diagram commutative if and only if R < Ker f:

X—)Y

[ 27

X/R

Also, f is injective if and only if R = Ker f, and f is surjective if and only if f is surjective.
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Proof. The existence of such amap f : X/R — Y is guaranteed by the above discussion.
Now

Kerf = {([x], []) € X/Rx X/R | f(Ix]) = F(y])}
= {(Ix],y]) € X/Rx X/R | (x,y) € Kerf}.

Note that f is injective if and only if Ker f = Ay if and only if R = Kerf.
Since vy, is surejective and f o v, = f, f is surjective if and only if f is surjective. [J

1.6 Construction of number systems. I
In this section, we provide the construction of some number systems. Recall that
INO = {O,l,...,n,...}.

Also, recall from the construction of N, that n € n + 1for all n € IN,,. Note that the
following properties hold in the set N,:
@ 0eN,.
(i) ifn e Ny, thenn™ € Ny.
(i) n"=m"'e n=mforalln,me N,.
@iv) 0+ n*foralln e N,.
(v) Suppose that P(m) denotes some property that involves m € IN,,. If P(0) holds and
P(n*) holds whenever P(n) holds, then P(n) holds for all n € N,

We will only prove (v). Let A = {n € IN; | P(n) holds}. Note that A is an inductive set.
Since Nj is the smallest inductive set, Ny < A. Since A ¢ Ny, A = N,. Property (v)
is called the principle of mathematical induction. Using this, we can prove that if P(1)
holds and P(n*) holds whenever P(n) holds, then P(n) holds for all n € N. We will also
call this the principle of mathematical induction.

Definition 1.6.1. Let X be a nonempty set. Then a binary operation on X is a map o :
X x X — X. We denote the element o(x,y) of X by x o y.

Having defined the natural numbers, we wish to define two binary operations on
N, the addition and multiplication. To define these binary operations, we need the fol-
lowing:

Theorem 1.6.2 (Recursion theorem). Let a € N, be a fixed element, and let f : N, — N,
be amap. Then there is aunique map g : Ny — N, such that g(0) = aand g(n™) = f(g(n))
foralln e N,.

Proof. Consider the set S consisting of the relations h on N such that (0,a) € h and if
(n,m) € h,then (n*,f(m)) € h. Note that S # @ as N, xIN, € h. We can check thatg = S
is the required map and such a map is unique. O
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Define the map ¢ : N, — N, by ¢(n) = n*. Let m € IN,, be fixed. By the recursion
theorem we have a unique map g, : N, — N, defined by g,,(0) = m and g,,(n*) =
Y(Em ().

Let m,n € IN;. We define the binary operation + (called the addition) on the set N
by m + n = g,,(n). Observe that m + 0 = g,,(0) = mand m + n* = g,,(n*) = Y(g,,(n)) =
(m+n)+1. Therefore the addition is defined on IN,, recursively. Also, note that n+1 = n™.

From the above discussion we observe that for m € IN,, we have the map ¥,, :
N, — N, defined by ¥,,(n) = n + m. By the recursion theorem we have a unique map
Um : No — No defined by p1,,,(0) = 0 and g, (") = Yy (e ().

Let m,n € N;. We define the binary operation - (called the multiplication) on the set
Ny by m-n = y,,(n). In place of m-n, we will only write mn. Observe that m-0 = u,,(0) = 0
and mn* = u,,(n") = Y, (U, (1)) = (mn) + m. Therefore the multiplication is defined on
N, recursively. Observe that the multiplication on INj is the repeated addition.

Letm,n € N,. We say thatn < mifn € m. Observe that < is a strict order on IN;;, and
hence we get a partial order < on Nj. Also observe that (N, <) is a well-ordered set. This
isusually called the well-ordering principle. Clearly, given m, n € IN,, we have either m <
norn < morm = n,and no two of these can occur together. This is called the trichotomy
law. It is easy to observe that < on IN; respects the addition and multiplication in the
sense thatif m,n > 0, then m + n > 0 and mn > 0. By the statement “IN,, is a number
system” we mean the set N, with two binary operations + and - and a partial order <
that respects these binary operations. Finally, observe that m < n if and only if there is
uniquer € Nsuchthatn=m+r.

Let us try to solve the equation X + 2 = 1in the number system IN,,. Suppose there
isa € Ny such a + 2 = 1. This implies that a + 1 = 0. This is a contradiction since 0 is not
successor of any element in IN;). It is natural to search where the solution of the equation
X + a = b exists, where a, b € Nj,. For this, we define the relation R on the set N, x IN;,
by ((a,b),(c,d)) € Rifa+d = b + c. We can check that R is an equivalence relation on
N, x Np. The quotient set (N, x N, )/R is called the set of integers, and we denote it by Z.
The element x = [(a, b)] € Z is called an integer.

Letx = [(a,b)] andy = [(c, d)] be integers. We define the addition and multiplication
in Z as follows:

[(a,b)] + [(c.d)] =[(a+c,b+d)],
[(a,b)][(c,d)] = [(ac + bd, ad + bc)].

We can check that the addition and multiplication are binary operations on Z and that
(Z,+,-) is a ring. Note that 0 = [(a, a)] is the additive identity of (Z,+) and that for
x =[(a,b)] € Z,—x = [(b, a)] is the additive inverse of x.

Let x = [(a,b)] and y = [(c,d)] be integers. We say that x < yifa+d < b+ c. We
can check that < is a strict order on Z, which respects the addition and multiplication.
Define the map f : N, — Z by f(n) = [(n,0)]. Check that f is injective and preserves the
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addition, multiplication, and strict order < on Z in the sense that f(n+ m) = f(n) + f(m),
f(nm) = f(n)f(m),and n < m = f(n) < f(m). We call such a map an embedding.

Letx = [(a,b)]. Thena > bora=bora < b.Ifa = b, thenx = 0.Ifa > b, then
[(a,b)] = [(a - b,0)].If a < b, then [(a,b)] = [(0,b — a)]. Let n € N. In the sense of
the above embedding, we represent [(n, 0)] by n and [(0, n)] by —n. In this way, we write
Z = N U {0} U (-IN).

Let a,b € Z with b # 0. Observe that there are equations bX = a that are not
solvable in the set of integers, for example, the equation 2X = 1. In the same spirit as
before, we will enlarge the system of integers. Define the relation R on the set Zx(Z\{0})
by ((a,b), (c,d)) € Rif ad = bc. Clearly, R is an equivalence relation on Z x (Z \ {0}). The
equivalence class [(a, b)] is called a rational number. We denote it by % The quotient set
Z % (Z \ {0})/R is denoted by Q.

Let £, < € Q. We define the addition and multiplication in Q as follows:

b d
g+£_ad+bc
b d bd ’
ac_ac
bd  bd

We can check that (Q, +, -) is a field.

Definition 1.6.3. Afield (F, +, -) is called an ordered field if there is a strict order < on IF
such that
(i) givenx,y € I, one and only one of the following is satisfied:

X<y or xX=y or y<x

(i) ifx<y,thenforallz e F,wehavex+z<y+z;
(iii) ifx >0andy > 0, thenxy > 0.

We define < on Qas § < g if ad < bc. Clearly, (Q, +, ) is an ordered field with this strict

order <on Q.Themapf:Z — Qbyf(k) = ’f is an embedding of Z in Q.

1.7 Construction of number systems. II

In the previous section, we enlarged the number system by searching the solutions of
some equations. We can easily show that the equation X* = 2 has no solution in Q. In
the same temperament, we may be interested in enlarging the rational number system.
Indeed, we will do something more. We will see that the rational number system is in-
complete in some sense, and we will complete it by getting an enlarged system, which
is unique in some sense.
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Consider the set
L:{er|x>Oandx2<2}.

Note that L is a nonempty subset of Q since, for example, 1 € L. Note that if x € L, then
x? < 2 < 4. This implies that x < 2. Therefore L is bounded above by 2. We claim that the
least upper bound of L does not exist in Q. On the contrary, suppose that [ = lub(L) € Q.
Clearly,! > 0as1 € L = 1< L Then we have one of the following:

P<2 or P=2 or >2

Since there is no rational whose square is 2, I < 2 or I> > 2. First, suppose that I < 2.
Then | € L. Now we will show that we can find a larger rational number I + h (h > 0)
such that (I + h)* < 2. Suppose that 0 < h < 1. Then

+h? =P +2lh+h <P +2h+h.

Therefore it is sufficient to find h such that 2 + 2lh + h = 2. This gives h = ;l;fi For this h,
1+ h € L. This shows that [ cannot be the least upper bound of L. This is a contradiction.
Now suppose that I* > 2. We will show that we can find a smaller rational number

[ - k (k > 0) such that (I - k)*> > 2. Note that
(I-k)? =1 -2k +K: > 2 -2lk.

Therefore it is sufficient to find k such that I — 2k = 2. This gives k = lzz;lz This shows
that [ cannot be the least upper bound of L. This is again a contradiction.

From the above discussion we conclude that Q is not a complete ordered set. Now
we enlarge the ordered field Q to an ordered field that is complete with respect to the
order defined on this enlarged system. We will call this as a complete ordered field. We
can note that Q is partitioned into the following two sets:

L:{xe(Q|x>0andx2<2}U{er|xs0},
U={xeQ|x>0andx*> 2}

Definition 1.7.1. A pair (L, U) of nonempty subsets of Q is called a Dedekind cut if the
following properties hold:

() LuU=QandLnU=9,

() IfxeLandyeUthenx<y.

(iii) The set L does not contain the largest rational number.

Remark 1.7.2. We could define the Dedekind cut by replacing condition (iii) by “The set
U does not contain the smallest rational number”.
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Definition 1.7.3. The set of all Dedekind cuts is denoted by R. If a = (L, U) € R, then a
is called a real number.

Remark 1.7.4. There are two types of Dedekind cuts. The first type of Dedekind cuts
consists of those (L, U) in which U contains the smallest rational number. The second
type consists of those (L, U) in which U does not contain the smallest rational number.
Later, we will observe that the first type determines the rationals and the other type
determines some extra elements, which we will call the irrationals. These are precisely
to fill the gaps of the rationals.

Leta = (L4, U;) and B = (L,, U,) be two real numbers. We say that a = fif L; = L,.
This will clearly imply U; = U,. We also say that a < f if L, is properly contained in L,.
We can check that < is a strict order on R and one and only one of the following holds:

a<B or a=B or fB<a

Proposition 1.7.5. Let a = (L, U) be a real number, and let d ¢ Q with d > 0. Then there
existx e Landy € U suchthaty —x = d.

Proof. First, note that either d € L ord € U. Suppose thatd € L.Ifz € U, then d < z. It
is easy to observe that there is n € IN such that nd > z. Therefore nd € U. Consider the
following finite set

A=1{kd| ke Nand1<k<n}.

Observe that there exist two consecutive members of A, say x = Id and y = (I + 1)d,

such thatx e Landy € U. Note thaty — x = d.
Now suppose thatd € U.If 0 € L, then we take x = 0 and y = d.If 0 € U, then by the
similar argument as before we can find [ € Nsuchthatx =-ld e Landy=-ld+1€ U.
O

Let a = (L, Uy) and B = (L,, U,) be real numbers. We define the addition a +  of a
andBas(L,U),whereL=L;+Ly,={a+b|aeL,beLl,}andU = Q\ L. Now we show
that (L, U) is a Dedekind cut.

Clearly, L and U partition Q. Let x € L andy € U. On the contrary, suppose that
y<x.Sincex € L, x = a+b,where a € L, b € L,. This implies that y — b < a. Therefore
y—b e L. This shows that y = y — b + b € L. This is a contradiction. Since L, and L, do
not contain the largest rational, L does not contain the largest rational.

We can easily check that if a, 8, and y are real numbers, thena+ (8+y) = (a+ ) +y
anda+f=p+a.

Let0 = (N,P),where N = {x e Q| x < 0}and P = {x € Q | x > 0}. We can check
that (IV, P) is a Dedekind cut. From now on in this section, we will denote by N the set of
negative rational numbers. We claim that a + 0 = a for every real number a = (L, U).
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Leta+0 = (Ly,U;). Letx € L;. Then x = a + b, where a € L and b € N. This implies
that x = a+ b < a. Therefore x € L. Conversely, let y € L. Since L has no largest element,
thereisz > y such that z € L. Then there is positive rational number k such that z = y+k.
Equivalently,y = z+ (-k) € L + N = L;. Hence L = L,. This shows thata + 0 = a.

Let a = (L, U) be a real number. We define —a = (L, U;), where

L, = {-x | x € U, and x is not the smallest element of U (if exists)},

Note that (L4, U;) is a Dedekind cut. We claim that a + (-a) = 0. Let a + (-a) = (L,, U,).
Letx € L,.Then x = a+b, wherea € L and b € L;. By the definition, b = —c, where c € U.
By the property of Dedekind cut, a < ¢ = -b, thatis, x = a + b < 0. Therefore x € N.
Conversely, let y € N. By Proposition 1.7.5 there are u € L and v € U such thatv-u = -y.
Theny = u + (-v) € L,. Hence L, = N. This shows that a + (-a) = 0.

Leta = (L, U;) > 0and B = (L,,U,) > 0. We define the product af of @ and p as
(L, U), where

L=Nuf{xy|x=>0,y>0,x€Ly,ye€lLy}
U=Q\L.

We first show that (L, U) is a Dedekind cut. Clearly, L # 0. By Proposition 1.7.5 there are
x eLjandy € Lysuchthatx+1 ¢ U;andy + 1 € U,. We claim that (x + 1)(y + 1) € U.
On the contrary, suppose that (x + 1)(y + 1) € L. Then (x + 1)(y + 1) = ab, where a € L,
and b € L,. Note that a > 0 and b > 0. By the property of Dedekind cut, a < x + 1 and
b < y + 1. This shows that ab < (x + 1)(y + 1). This is a contradiction. Also, we can easily
note that L and U partition Q.

Since L, and L, have no largest elements, L has no largest element. Let x € L and
y € Uwithx > 0andy > 0. On the contrary, suppose thaty < x as x # y. Then x = yk
for some rational number k > 1. Since x € L, x = ab, where a € L, and b € L,. Note that
% € Ly; otherwise, % € U;, which would imply a < % Now

This is a contradiction.
Now we define the product of any two real numbers as follows:

-(—a)p ifa<O,
ap=4-a(-p) ifp<0,
(—a)(-p) ifa<0,B<0.

We can easily check that a(By) = (af)y and af8 = Ba for all real numbers a, §, and y.
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Leta = (L,U) > 0. We define al= (L4, Up), where

Ly=NuU{0}u{x'|x € U, and x is not the smallest element of U (if exists)},
Up =Q\ L.

We claim that (L4, Up) is a Dedekind cut. Clearly, L, and U; partition Q. Let z € L; and
z > 0.Then z = x™}, where x € U. Now there exists y € U such thaty < x. Theny™* ¢ L,
and z < y1. This shows that L, does not have the largest element.

Let x € Ly and y € U;. We claim that x < y. On the contrary, suppose thaty < x as
x # y. Then x = yk for some rational k > 1. Since x € L, x = z7!, where z € U. Clearly,
zk € U.Theny = xk™! = (zk)™! € L,. This is a contradiction.

Letl = (A,B), whereA={x e Q| x<1}andB ={x € Q| x > 1}. Note that1is a
real number. We can easily show that 1a = a for every real number a = (L, U).

Leta = (L, U;) > 0and a™! = (L,, U,). We claim that aa™! = 1. For this, let aa™! =
(L, U). We have to show that L = A.

Letx € L.If x < 0, then x € A. Therefore we can suppose that x = ab, where a € L,,
belLy,ab>0andb e L,. Thenb = c‘l, where ¢ € U;. This implies that a < c. Then
X =ab =ac™ < 1. Hence x € A.

Conversely, let x € A.If x < 0, then x € L. Suppose that 0 < x < 1. Choose u € U,.
Choose n € N such that n(1 - x) > u. Now choose a € L; and b, ¢ € U; with ¢ < b such
thathb-a < % Note that ¢ > 0. Then b™! < ¢!, This implies that b™ € L,. Since b—a < %,

abt>1- b%. Sinceu € Uyand b € Ly, b™* < u. Then

-1
x<1—E<1—b—<ab71.
n n

Sincea € Lyandb™! € L,, x € L. Thus L = A.

Ifa < 0, then we define a ™ = —(-a) . We can easily check that aa”! = 1in this case
also.

Now we show that a(8 + y) = aB + ay for all real numbers a = (Ly, Uy), B = (Ly, Uy),
and y = (Ls, Uy). It is sufficient to prove it for positive real numbers. Let a(8+y) = (L, U)
and aB + ay = (L', U'). We have to show that L = L. We will only prove that all positive
elements of L are in L' and all positive elements of L' are in L. Let x < L and x > 0. Since
x = a(b+c) = ab+ac, x € L'. Conversely, suppose that x € L' and x > 0. Then x = ab+cd
with the understanding where a, b, ¢, and d belong. If a = c, then x € L. Suppose that
a # c. We can suppose that ¢ < a. Then £d < d. This shows that d € L;. Therefore
x=ab+cd=a(b+<d) eL.HenceL = L.

Thus we have shown the following:

Theorem 1.7.6. The system (R, +,-) is a field.
Now we will observe the following:

Theorem 1.7.7. The system (R, +, -, <) is a complete ordered field.
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Proof. Leta = (L, Uy), B = (Ly, Uy), and y = (L3, U;) be real numbers. We have already
observed that one and only one of the following holds:

a<B or a=f or B<a

We can easily observe thatifa < f and y > 0, then ay < By.

Let a < B. We will show that a + y < § + y for every real number y. Suppose that
a+y=(L,U)and B +y = (L',U’). We have to show that L is properly contained in L'.

By the assumption, L, is properly contained in L,. Therefore L is contained in L'.
Note that there is x € L, such that x ¢ L,. Therefore x € Uj. Since L, has no largest
element, there isy > x in L,. By Proposition 1.7.5 there are z € L; and w € Us such that
w -z =y — x. This shows that y + z = x + w. Note that y + z € L' and x + w € U. Then
y+2z=x+w ¢ L. Therefore L is properly contained in L'.

Now let S be a nonempty subset of R that is bounded above. Let

L= |J L; and U=Q\L
(LUp)eS

We can check that (L, U) is a real number and the least upper bound of S. O

Forr € Q wedefineL, = {x e Q| x <rtand U, = {x € Q | x = r}. We can
check that (L,, U,) is a Dedekind cut in which U, has the smallest element. This gives the
embedding f : Q — Rdefined by f(r) = (L,, U,.).

Let (L, U) be a Dedekind cut in which U has the smallest element, say r € Q. Let
x € L.Thenx < r.Ify € Qissuch thaty < r, theny e L; otherwise, y € U, which will
show thatr < y.Hence L = L, and U = U,. Therefore the Dedekind cut (L, U) in which U
has the smallest element determines a rational number. In view of embedding, we say
that every rational is a real number. We have seen the existence of a Dedekind cut (L, U)
in which U does not have the smallest element. The real number that is not a rational is
called an irrational number. Now we observe the following important property of R.

Theorem 1.7.8 (Rational density theorem). There is a rational between two distinct real
numbers.

Proof. Leta = (L, U;) < (Ly, U;) = B. Then L, is properly contained in L,. This implies
that there isa € L, such that a ¢ L. Now there is an element b > ain L,. Let L = {x €
Q|x<blandU = {x € Q| x > b}. Note thatb € L, \ L and a € L \ L;. This shows that

(L, Uy) < (L,U) < (Ly, Uy). m

Now we will observe that the real number system is unique in some sense.

Theorem 1.7.9. Let (I, +,, <) be a complete ordered field. Then there is a bijective map
¢ : F — R such that
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0 dx+y) =¢X) + o)
i o(xy) = pX)PW),
(ii)) ifx <y, then ¢(x) < P(Y).

Proof. Letf : Q — T be an embedding (see Exercise 1.23). Given z € T, we define
L,={xeQ]|f(x)<z}and U, = Q\ L,. We can check that the map ¢ : F — R defined
by ¢(z) = (L,, U,) is the required one. O

We now provide the following number system.
Clearly, the equation X* + 1 = 0 has no solution in the set of real numbers. Let i
denote the symbol such that i* + 1 = 0. Consider the set

C={a+bi|abeR}.

The element z = a + bi is called a complex number. The element a is called the real
part of z, and we denote it by a = Re(z). The element b is called the imaginary part of
z, and we denote it by b = Im(z). Two complex numbers a + bi and ¢ + di are called
equal if their respective real and imaginary parts are equal. We define the addition and
multiplication in the set of complex numbers as follows:

(a+bi)+ (c+di)=(a+c)+(b+adi,
(a + bi)(c + di) = (ac — bd) + (ad + bc)i.

We can check that (C, +, ) is a field and there is no order on C that extends the order
of R. The complex number z = a - bi is called the conjugate of z = a + bi, and the
nonnegative real number |z| = Va? + b? is called the modulus of z = a + bi. We can
check that |z|2 =7Z.

Exercises

1.1. First of all, complete whatever is left for you as an exercise.

1.2. Construct the truth table of (p = q¢) Aq) = rand (p = q) A (@ = p). Observe
whether the bracket arrangement has any role or not.

1.3. Ifpand q are mathematical statements, then show that the following are tautolog-
ically equivalent:
(@) peqand(pAq)V(=pA-q),
(i) pAnq)=randp=(q=r).

1.4. Consider the following statements in the following box.
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1.6.

1.7.

1.8.

19.

1.10.

111

1.12.
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1. V21is a rational number.

2.1+1=0.

3. The line number 3 in this box is false.

4. There is something which cannot be proved.

5.If a problem is not solvable, then it is not a problem.

Decide the truth or falsity of the statement number 3 in the above box.
Let A, B, and C be sets. Then show that

i) Ax0=0xA=0,

(i) AxB=BxAo©A=BorA=0o0rB=04¢,

(iii) AxB=0oA=00rB=040,

(iv) AxBUC)=AxB)U@AXO),

V) Ax(BNnC)=AxB)NnAxO0),

(vi) A\B)xC=(AxC)\(BxC).

Show that
@ Ang=0,
(i) Aug=A,
(iii)) A\0=A4,
(ivy 0\A=0.
Show that

(i) PANB)=PA) NPMB);

(i) P(A) U P(B) < P(A U B); provide an example showing that equality need not
hold.

Let R, S, and T be relations on a set X. Then show that

@ (SUT)oR=(S°R)U(T-R),

@i SNT)eR<(S°R)N(T-R),

(i) Se(TUR)=(S-T)U(S-R),

(iv) So(TNR)<(S-T)N(SeR).

Let R be a relation on a set X. Show that Ay o« R = R = Ro Ay. Provide an example of

relations R, S, and T on a set X such that SeR = Ror RoT = R but it is not necessary

that S = Ay or T = Ay.

Let R be a relation from a set X to a set Y, and let S be a relation from Y to a set Z.

Then show that

@ ®H7'=R

(i) SR T=R1.s

Let R and S be equivalence relations on X. Show that R-S is an equivalence relation

ifand onlyifRo S =SoR.

Letf:X — Yand g : Y — Z be maps. Then show that

() iff and g are injective, then g o f is injective;

(i) iff and g are surjective, then g o f is surjective;

(iii) iff and g are bijective, then g o f is bijective;

(iv) if g o f isinjective, then f is injective;
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1.13.

1.14.
1.15.

1.16.

117.

1.18.

1.19.

1.20.

1.21.

1.22.

(v) if g of is surjective, then g is surjective;
(vi) if gof isbijective, then g is surjective, and f is injective.
Letf:X — Yand g : Y — Z be bijective maps. Then show that
® ¢HT=f
(i) f:Y — Xisabijective map;
(i) flof=Iy,andfof " = Iy;
V) (gef)"=fTog
Show that there is no surjective map from a set to its power set.
Let X and Y be sets. Then Y* denotes the set of all maps from X to Y. Show that
there is a bijective map from 2% to the power set P(X), where 2 = {0, 1}.
Letf : X — Y be a map. Then show that
(i) foreachA cX,AcflfA));
(i) A=f"Yf(A)) forall A c X if and only if f is injective;
(iti) forallA c XandBcY,f(f '(B)nA)=Bnf(A);
(iv) foreachBcY,f(f'(B)) cB;
(v) B=f(f(B)) forall B cY if and only if f is surjective.
Let I and J be indexing sets. Let {4, | a € I} and {B, | a € J} be families of sets.
Then show that
(@) (De Morgan’s law) for a set X, X — (Uger Aa) = Naar X — 4g);
(i) (DeMorgan’slaw) for aset X, X — (e Aa) = Ueer X — 40);
(i) ifI =g Ip, then
@ UlAq lael} =Upg(UlAq | a € Ig}),
() MAg lael} =gy (A | @ € Ig});
(v) (UlAq lae)n(UiBg | B e =uA,nBy|aeland}pe))
W) (A la eI Uu(Bg | B et =N(AUBslaelandpe]).
A set X is called a finite set if there is a bijection between X and some n € Nj;
otherwise, X is called an infinite set. Show that if X is finite, then
(1) everyinjective map f : X — X is surjective;
(i) every surjective map f : X — X is injective.
(Pigeonhole principle) Let X and Y be finite sets containing m and n elements, re-
spectively, where m,n € IN and n < m. Then there is no injective map from X
toY.
(Division algorithm) Let x,y € Z and y > 0. Show that there exists a unique pair
(q.r) € Zx Zsuchthatx =yq+rwith0 <r <y.
Show that
() anynonempty subset of Z that is bounded above in Z has the largest element;
(ii) any nonempty subset of Z that is bounded below in Z has the least element.
Let FF be an ordered field. Show that
i x*>0for every x € F\ {0};
(i) 1>0;
(iii) ifxy >0andy > 0, thenx > 0;



1.23.

1.24.
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1.26.
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(iv) ifx > 0, then x = % > 0;
(v) ifx>0,y>0,andneN,thenx <y e x" <y"
Let FF be an ordered field with multiplicative identity 1. For m € Z, define

1+1+---+1(mtimes) ifm >0,
mp=140 ifm=0,
(<) + (-1) +--- + (-1)(-m times) if m < 0.

Show thatthe map f : Q — FF defined by f (%) = m]Fn];1 is an embedding of Q in F.
Hence deduce that no finite field can be ordered.

Let IF be an ordered field. Define themap |- | : F — Rby |x| = xif x > 0 and
|x| = —x if x < 0. Show that

(1 |x] = 0and |x] = 0if and only if x = 0;

(i) x| =[-xl;

(i) |xyl = IxIyl;

@iv) |x+yl < x|+l

Let (L, U) be a Dedekind cut, and let n € IN. Show that there are x ¢ Landy € U
such thaty — x < ,1!

(Irrational density theorem) Show that there is an irrational between two distinct
real numbers.

(Archimedean property) Let x,y € R with x > 0. Show that there is n € IN such
that nx > y.

Let A and B partition the set of real numbers R so thatifa € A and b € B, then
a < b. Show that there is a unique real number c such that a < c and ¢ < b for all
acAandb e B.



2 Metric spaces

In this chapter, we define the notion of a distance or metric on a set. This will be a foun-
dation or motivation of the way we will define topology latter.

2.1 Metric spaces: examples

Consider two points x = (x;,x;) and y = (y,y,) in R®. We know that the distance or
metric d(x,y) between x and y is given as

dx,y) = \/(Xl ~ Y%+ (g = yo)*

This defines a map d : R? x R? — R given by (x,y) — d(x,y). It can be verified that the
map d satisfies the following properties:

@® dxy) =0,

(i) d(x,y)=0ifandonlyifx =y,

(iii) d(x,y) =d(y,x),

(iv) d(x,y) <d(x,z) +d(z,y),

where X, y, z € R% Property (iii) is called the symmetry of d, and (iv) is called the triangle
inequality. The triangle inequality simply says that the sum of the lengths of two sides of
a triangle is greater than or equal to the length of the third side. These properties give
us a sense of distance or metric on a set.

Definition 2.1.1. Let X be a nonempty set. Then amap d : X x X — R s called a metric
on X if for all x,y, z € X, the following conditions hold:

@ dxy) =0,

(i) d(x,y)=0ifandonlyifx =y,

(iii) d(x,y) =d(y,x),

(iv) d(x,y) <d(x,z)+d(z,)y).

The pair (X, d), where X is a nonempty set, and d a metric on X, is called a metric space.
Thus a metric d on a nonempty set is a nonnegative real-valued map that is symmetric,
satisfies the triangle inequality, and is zero only on the diagonal of X.

Let (X,d) be a metric space, and let x,y € X. Then d(x,y) is called the distance
between x and y. When the metric d on a nonempty set X is given, we will only say that
X is a metric space or space. An element x in a metric space X is called a point in X. By
a set A in a metric space X we will mean that A is a subset of X.

Example 2.1.2. Consider the set R of real numbers. Defined : Rx R —» Rby d(x,y) =
[x —y|. Then d is a metric on RR. The set R with this metric is called the real line.

https://doi.org/10.1515/9783111636085-002
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Example 2.1.3. Consider the set R" (n € N). Let p € R be such that p > 1, and let
X=(Xp....Xy) and y = (yy,...,y,) be in R". Define d, : R" x R" — R by

n ,
d,(x.y) = (lei—yu”) .
i=1

Then d,, is a metric on R". We will prove the triangle inequality. First, note that for p > 1,
the map f : R — R defined by f(t) = |t|” is convex (for p = 1, it is the consequence of
the triangle inequality on R, and for p > 1, the function f is twice differentiable and the
derivative f''(t) > 0). This implies that for 0 < a < 1,

lau+ (1 - a)v|p <aluf + - a)vP,

where u,v € R. Therefore, fora = (a;,...,a,) and b = (by,..., b,), we have

n n
Z|aa,» +(1- a)bi|p < Z(alal-lp +(1-a)|blP)
i=1 i=1

n

n
=a) laff +1-a)) |bP. Q1

i=1 i=1

LetA = (3L, |al~|p)111 and B = (¥, |bi|”)%. Then, replacing a; by 3 and b; by % in equa-
tion (2.1), we get

n

25

i=1

+(1- a)’

Z( P gl )

i=1
=1 (2.2)

Taking a = A+B in (2.2), we get

n % n % n %
<Z|ai+bil”> S<Zlai|”> +<Z|b,~|”> : 2.3)
i=1 i=1 i=1

Taking a; = x; — y; and b; = y; — z; in (2.3), we get the required triangle inequality.

Example 2.1.4. Define d_, : R" x R" — Rby d_ (x,y) = max{|x; - y;| | 1 < i < n} for
X=Xp....xy) andy = (yy,...,y,) in R". Then d is a metric on R".

Note 2.1.5. For p = 2 in Example 2.1.3, the metric d, is called the Euclidean or usual
metric on R", and the metric space R" is called the Euclidean space. Whenever we use
R" without mentioning the metric on it, we will mean that it is with the usual metric.
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Example 2.1.6. Let X be a nonempty set. Defined : X x X — R by

0 ifx=y,
d(x,y) = ] Y
1 ifx #y.

Then d is a metric on X. This metric is called the discrete metric on X, and the space
(X, d) is called the discrete metric space.

Note 2.1.7. Let u be any positive real number. Then

0 ifx=y,
d(X,)’) = .
u ifx+y,

is also a metric on X. We can also call this metric the discrete metric on X.

Example 2.1.8. Let (X, d) be a metric space. Then the map d : X x X — R defined by

d(x,y)

AN = 1 dy)

is a metric on X. Conditions (i), (ii), and (iii) of Definition 2.1.1 are easy to verify. We will
verify the triangle inequality. Let x,y,z € X. Then

d(x,z) . d(z,y)
1+d(x,z) 1+d(zy)
. dwz o d@y)
T 1+d(x,z)+d(z,y) 1+d(x,z)+d(z,y)
_d(x,z) +d(z,y)
C1+d(x,z) +d(z,y)

1
14-—1
d(x,z)+d(z,y)

- 1

1+ m

=d(x,y).

d(x,z) +d(z,y) =

Note that d(x,y) < 1forall x,y € X.

Example 2.1.9. Let (X,d) be a metric space. Define d : X x X — R by d(x,y) =
min{l, d(x,y)}. Then d is a metric on X. For the triangle inequality, let d(x,z) < 1 and
d(z,y) < 1. Then

d(x,y) < d(x,y) < d(x,z) + d(z,y) = d(x,z) + d(z,y).

Now let d(x,z) > 1. Then
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d(x,z) <1< 1+d(z,y) = d(x,z) + d(z,).

We can similarly check the triangle inequality for the case d(z,y) > 1. Note that d(x, y) <
1for all x,y € X. This metric is called the standard bounded metric corresponding to d.

Example 2.1.10. Let X be a nonempty set. Let 7 be the collection of all finite subsets
of X. For subsets A and Bof X,let AAB=(A\B)U (B\A).For A € F,let |A| denote the
number of elements in A. Defined : 7 x ¥ — R by

d(A,B) = |AAB|

Then d is a metric on F. Conditions (i) and (iii) of Definition 2.1.1 are easy to verify. For
(ii),let A = B.Then d(A, B) = 0. Conversely, d(A, B) = 0 implies that A\B = ¢ and B\A = 0.
Therefore A = B. This proves (ii).

It is easy to verify that A A B € (A A C) U (C A B). Now

d(A,C)+d(C,B)=]AAC|+|C AB
=|[AAC)U(CAB)|+[AAC)N(CAB)|

>|[(AAC)u(CAB)|
> |A AB| =d(A,B).

This proves (iv).

Example 2.1.11. Let p be a prime. Define d, : Z x Z — R by

0 ifx =y,
dy(x.y) = <| 1

pmax{ne]NIp" divides (x-y)}

ifx +y.

Then d, is a metric on Z. For the triangle inequality, let x,y,z € Z be such that x # y,
y#z,and x # z. Let

6(x,y) = max{n € N | p" divides (x - y)}.

We can assume that (x,z) < 6(z,y). This implies that p?*? divides x — z and z - y.
Therefore p?*? divides x — y. Hence 8(x, z) < 6(x,y). This shows that

d,(x,y) < dy(x,2) = max{dp(x, 2),d,(z, .

Thus d,(x,y) < d,(x, z) +d,(2,y). The other cases for the triangle inequality can be easily
proved.

Example 2.1.12. Let p be a prime. For any nonzero x € Q, there exists a uniquen € Z
such thatx = p”%, where p does not divide a and b. Let vp(x) = n. Define dp :QxQ >R

by
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0 ifx=y,
dp(X,)’) = { 1

T ifx +y.

Then d, is a metric on Q. To prove the triangle inequality, we can prove that d,(x,y) <
max{d,(x; z), d,(z,y)}. Note that the metric d, in Example 2.1.11 is the restriction of this
metric on Z.

Remark 2.1.13. The metric space (X, d) in which the condition
d(x,y) < max{d(x,z),d(z,y)}

is satisfied for all x,y,z € X is called an ultrametric space. In an ultrametric space, all
the triangles are isosceles. For this, we have to show that either of two distances among
X,y,z € X must be equal. On the contrary, suppose that all the distances among x,y,z € X
are different. We can assume that d(x,y) < d(x,z) < d(y, z), but this will contradict the
condition d(x,y) < max{d(x, z), d(z,y)}.

Example 2.1.14. Let (X, d) be ametric space, and let A be a nonempty subset of X. Define
dy: X xX — Rbyd,(x,y) = d(x,y). Then (4, d,) is a metric space. This space is called
the metric subspace or subspace of X. The metric space in Example 2.1.11 is a metric
subspace of the metric space in Example 2.1.12.

Example 2.1.15. Let (Y,d) be a metric space, and X let be a set. Letf : X — Y bea
bijective map. We define d’' : X x X — R by d'(x,y) = d(f (x),f()). Then d’ is a metric
onX.

Example 2.1.16. Consider the real line R. Let —co and co be two different symbols not
inR.Let R = RU{-c0, co}. We extend the order of R to an order of R by putting —co < co
and —oo < x < oo for all x € R. We can check that R is a totally ordered set with respect
to this order. We denote the set R by [-o0, co] and R by (—co, 00). Also, we denote the
sets{x e R| x > a}and {x € R | x < a} by (a, co) and (-0, a), respectively. The (a, co]
and [—co, a) have their meanings accordingly.

Define themap f : R — (-1,1) by f(x) = %lxl We can check that f is bijective
and strictly increasing. This shows that for each a € R, we have f(a, o) = (f(a),1) and
f(-00,a) = (-1,f(a)). By elementary analysis we can observe that lim,_, , f(x) =1and
lim,_, ., f(x) = —1. This prompts us to extend the map f to the map f : R — [-1,1]
by putting f(-oco) = -1 and f(co) = 1. Clearly, f is a bijective map. Note that [-1,1] is a
metric subspace of R. Therefore we can induce a metric d on R defined through f by
d(x, y) = [f(x) - f (y)|. This metric space is called the extended real line.

Definition 2.1.17. Let (X, d) be a metric space, and let r be a positive real number. Then
an open ball B;(x,r) centered at x € X and radius r is the subset of X consisting of all
the points that are at distance less than r from x. In other words,

Byix,r)={y e X | d(x,y) <r}.
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When the metric d is given, we denote the open ball by B(x, r). The open ball B(x,r)
in a metric space X is nonempty since x € B(x,r). If B(x,r) is open ball centered at x,
then we also say that it is an open ball around x.

Definition 2.1.18. Let (X, d) be a metric space, and let r be a positive real number. Then
a closed ball D(x, r) centered at x € X and radius r is the subset of X consisting of all the
points that are at distance less than or equal to r from x. In other words,

D(x,r)={yeX |d(xy) <r}

Example 2.1.19. Consider R with the usual metric. Then B(x,r) = (X -1, X +7T).

Example 2.1.20. Consider the extended real line RR. Let us find the open ball around co.
Let 0 < r < 1. We claim that B(co, 1) = (% -1,00].1fx € (% —1,00], then x > 0 for % -1>0.
If x € B(oo, 1), then x > 0 for r < 1. Let x > 0. Then

d(x,00) = [f(x) - f(c0)| =

1
1+x°

X _ l

1+x

This shows thatx € B(oo,r) © X € (%—1, oo]. Similarly, we can observe thatfor0 < r < 1,

both the sets B(—oo,r) and [-co0,1 — %) contain the numbers x < 0. Then, for x < 0,
1

d(x,—00) = . This shows that B(-co,7) = [-00,1- ).

We should not get confused with the terminology of the ball or the center. A ball
in a metric space may not look like a ball or center of our geometric imagination. For
example, consider the discrete metric space X. Then

{x} ifr<i,

B(x,r) =
X ifr>1

Also, in an ultrametric space X, each point of an open ball is a center. To see this, let
Yy € B(x,r), thatis, d(x,y) < r,and z € B(y,r), thatis, d(y,z) < r. Then

d(x,z) < max{d(x,y),d(y,2)} <r.

This implies that B(y,r) < B(x,r). We can similarly show that B(x,r) < B(y,r). Thus
B(x,r) = B(y,r). However, note that if B; and B, are two open balls with the same center
in a metric space X, then either B; < B, or B, € B;.

Example 2.1.21. Consider R? with the metric d;((X;, X3), (V1. 2)) = X = Y1l + X5 = Yy.
Then the open ball B((0, 0), 1) consists of all the points inside the quadrilateral bounded
bylinesx+y<1,-x+y<1x-y<1and -x -y < 1(see Figure 2.1).
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Figure 2.1: Open ball in (R%, dy).

Example 2.1.22. Consider R® with the metric

d; (X3, X, X3), (1, Y2, ¥3)) = X3 =1l + [Xp = Yo + X5 = y3].

Then the open ball B((0, 0, 0), 1) consists of all the points inside the octahedron bounded
by the planes |x| + |y| + |z| < 1 (see Figure 2.2).

Figure 2.2: Open ball in (R3, d)).

Proposition 2.1.23. Let X be a metric space. Let x,y € X be such that x + y. Then there
exist disjoint open balls centered at x and y, respectively.

Proof. First, note that r = d(x,y) > 0. Then we will show that B(x, 5) N B(y, 3) = 0. On
the contrary, suppose that z € B(x, 7) N B(y, 5). Then d(x, z) < 5 and d(y, z) < 5. Now by
the triangle inequality we have
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r=dx,y) <dx,z)+dy,z) < £+ =r,

a contradiction. O

Definition 2.1.24. A set A in a metric space X is called a bounded set if the set {d(x, y) |
X,y € A} is a bounded set in R.

Note that a set A in a metric space X is bounded if and only if A is contained in some
open ball. A metric space X is called bounded if X itself is a bounded set. In this case the
metric on X is called the bounded metric. The diameter diam(A) of a nonempty bounded
set Ain X is defined as

diam(A) = sup{d(x,y) | x,y € A},

where sup T denotes the supremum or least upper bound of a subset T of R. We define
the diameter of the empty set as 0.

Example 2.1.25. The sets (0,1) and {% | n € N} are bounded sets in R, whereas IN and
{x € R | x > 0} are not bounded sets in RR. Also, note that diam(0,1) = diam{% |
neN}=1

Example 2.1.26. The discrete metric space is bounded. The metric spaces defined in Ex-
amples 2.1.8 and 2.1.9 are bounded metric spaces.

2.2 Normed linear spaces

In this section, we define the norm on a vector space. A norm on a vector space induces
a metric structure on it. We will observe that this metric depends on the algebraic struc-
ture of the vector space.

Definition 2.2.1. Let V be a vector space over a field FF, where F is either R or C. Then
amap | - | : V — Ris called a norm if the following conditions are satisfied:

® Ixl=0,

(i) |Ix| =0ifand onlyifx =0,

(iii) flax|l = |a|l|x|| forallx € V and a € I,

(v) X+l < Ixl + [yl for all x,y € V.

If||- || is a norm on a vector space V, then we say that the pair (V, || - ||) is a normed linear
space or normed space. Let (V, | - [|) be a normed space. Defineamapd : VxV — Rby
d(x,y) = |x — y|. We can check that d is a metric on V. This is called the metric induced
by a norm. From condition (iii) of Definition 2.2.1 we observe that the metric induced by
a norm cannot be bounded. This shows that a bounded metric cannot be induced by a
norm. When a norm || - || on V is given, we will only say that V is a normed space. We will
also call condition (iv) of Definition 2.2.1 the triangle inequality. Throughout the book
the field FF will denote either R or C; otherwise, it will be stated explicitly.
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Let V be a normed space, let x € V, and let r be a positive real number. Let A C V.
Then by the sets x + A and rA we mean the sets {x +y | y € A} and {ry | y € A}. Letd be
the metric on V induced by the norm. Now

Bx,ry={yeV]|dxy <rt={yeV|ly-xl<r}
={x+zeV|lzl<rl={x+rweV||w| <1}
=X +rB(0,1).

Example 2.2.2. We have shown in Example 2.1.3 that R" is a metric space with the metric
dp (p = 1. In fact, this metric is induced by the norm ||x||p = dp(x, 0), where x € R". Now
we show that a similar norm can be defined on C".

Letz = x +iy € C. Then |z] = /x%+y? defines a norm on C. For the triangle
inequality, observe that for z,z, € C, we have

|20 + 2, = (2 + 2,) (@ ¥ Z3) = 2471 + 2175 + 2,71 + 2,75
=|z1* + 2Re(zyZ;) + |2,
< |zy* + 21211175 + |2,
= (121 + 1))’

where Z and Re(z) is the complex conjugate and the real part of a complex number z.
This shows that |z, + z;| < |24 + |25|. The rest of the conditions are easy to verify.

Let p > 1be a real number. Let z = (z;,2,,...,2,) € C". Define Iz, = L |zl-|”)%.
We will only show the triangle inequality. For the proof, we will adopt the same method
as in Example 2.1.3. Recall that ¢ : R" — R s called a convex map if for all x, y € R™ and
0 <a <1, wehave

d(ax + (1 - a)y) < ad(x) + (1 - a)p(y).

From the multivariate calculus we have the following:

Proposition 2.2.3. A twice differentiable map f : R" — R is convex if and only if the
Hessian matrix of f is positive definite.

Now identifying C with R%, we define the map f : R — Rbyf(z) = |z’ = (X*+ yz)%.
Note that for p = 1, by the triangle inequality as observed above, f is convex. Let p > 1.
Observe that f is twice differentiable. The Hessian matrix of f is as follows:

o *f
a? oxoy
o *f |
yox  oy*

Note that for the given map f,
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of Ifof I If

— >0 - 4 _ < 7

ox% ~ ox2oy®? oxdyayox
This shows that the Hessian matrix is positive definite. Therefore, by Proposition 2.2.3,
f is convex. Now by a similar argument as in Example 2.1.3 we have

121 + Zllp < M1zl + 122l 2.4)

Inequality (2.4) is called the Minkowski inequality.

Example 2.2.4. Define | - ||, : F* — Rby |xll, = max{lx] | 1 <i < n}forx =
(Xg>...,X,) € F*.Then | - ||, is a norm on F".

Definition 2.2.5. Let X be a nonempty set. Amap f : N — X is called a sequence in X.
The image f(n) of an element n € N is called the nth term of the sequence f. If f(n) = x,,
then we denote the sequence f by (x,,) or

X>Xgs oo os Xy e v -

Example 2.2.6. Let p > 1. Consider the set X of sequences x = (x,) in F such that
Yo  XalP < co. Then X is a vector space with pointwise addition and pointwise scalar

1
multiplication. Define | - ||I,J : X > Rby ||x||p = (Zfl‘:’l |x,,[P)?. Then | - ||p is anorm on X.
We will only prove the triangle inequality. Let x,y € X. Then, for all n € N, we have

1

(lek +)’k|p> S<Z|Xk|p) +<z ka|p)
k=1 k=1 k=1
S(OZO:|XI(IP> +<020:l)’k|p> .
k=1 k=1

1 1 1

This normed space is denoted by ,,.

Therefore

Example 2.2.7. Let X be the set of sequences x = (x,,) in FF such that sup{|x,| | k € N} <
0o. Define | - o, : X = RDby IXllo, = sup{lxx| | k € N}. Then || - ||, is @ norm on X. This
normed space is denoted by €.

Example 2.2.8. Let Ci[a, b] denote the set of all continuous maps from [a, b] to FF. Then
Crla, b] is a vector space with the following operations:

F+X) =fxX)+g), (af)x)=af(x),
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where f, g € Cgla,b] and a € F. Define || - || : Cg[a,b] —» Rby |f|| = jf [f(®)ldt. Then || - |
is anorm on Cg[a, b]. We will only prove condition (ii). If f = 0, then clearly |f|| = 0. For
the converse, suppose f # 0. Since f is continuous, there exist ¢, d € [a, b] with ¢ < d and
6 > 0 such that |[f(t)| > 0 for all t € [c, d]. This implies that

d
||fllzjz(d—c)6>0.

Example 2.2.9. Define | - ||, : Cpla,b] — R Dby |flloo = sup{lf(®)| | ¢ € [a, b]}. Then
|l - llo is @ norm on Cg[a, b]. We will write C[a, b] instead of C[a, b] when the field F is
understood.

Example 2.2.10. We have seen examples of a few normed spaces. In fact, we can con-
struct a norm on any vector space over IF. This follows from the fact that every vector
space V has a basis B = {v, | a € Z}. Each nonzero element x in V can be written as
X =@V +a,Vv; +---+a; v, where q; € IFandv; € B. Define x| = > la; |. Then
[I- Il is a norm on V. We will consider the triangle inequality. We will not give a complete
proof of it, but we will mention by an example how we can proceed for a general proof.

Let x,y € V. We can assume that both of x and y are nonzero. Suppose x = a; v; +
;, Vi, +a;, vy, + @, vy, andy = B; v; +pB; v; +B;,v;,. First, suppose that no v; is equal to any
of v; . Then

X +Y = @ Vi, + @V, + Vi, + Vi, + B v+ B vy, + B

Note that this is a unique representation of x + y as a linear combination of elements
of B. Then

4 3
Ix+ 30 =Y lag |+ > 1B, = x|l + [yl
r=1 s=1

Now suppose that v;, =v;,

Vi, =V, and other are distinct. Then
X+y= (ailvil + aizvl'z) + ﬁjlvjl + (ai3 + sz)viz + (ai4 + ﬁj3)vi4'
This shows that

Ix + Yl = lag | + lag, | + 1B | + lay, + By, | + lay, + By, |
<lag |+ lag | + 1B |+ lag | +1B;, | + la;, | + 1B;,]

= |IxIl + [yl

The metric induced by a norm satisfies nice properties because of its algebraic struc-
ture compatible with norm. For example, we have the following:
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Proposition 2.2.11. Let V be a normed space, and let x,y € V. If B(x,r) € B(y,s), then
r < s. Moreover; ifx #y, thenr < s.

Proof. Ifx = y,thenclearly r < s. Assume thatx # y.Let0 < t < r. Consider z = x+t|(|j‘3 I)I
Then ||z — x| = t < r. This shows that z € B(x,r). This implies that z € B(y, s). Therefore

|z — yll < s. Putting the value of z, we get

x-y)
Ix =yl

x-y)+t H<s.

In other words,

t
lIx -yl

peoyi(1+ o) =y e
Hence t < s. This shows that whenever t < r, we have t < s. Thusr < s.

Now assume that x # y. Then |x — y|| # 0. On the contrary, assume that r = s. Since
X € B(x,r), |x - y|l < r.Choose t € R such that

_r . 1<t<
llx =yl Ix -yl

Letz = x — t(y — x). Then |z - x| < r and ||z — y|| > r. This shows that z € B(x,r) but
z ¢ B(y,r). This is a contradiction. O

Corollary 2.2.12. Let V be a normed space, and let x,y € V. Then B(x,r) = B(y,s) if and
onlyifx =yandr =s.

Proof. Suppose that B(x,r) = B(y, s). If the statement does not hold, then either x # y or
r # s.If x # y, then by Proposition 2.2.11 we have r < s and s < r, which is not possible.
Now suppose that r # s. Further, assume thatr < s. Letz = x + tl(l’)g I)I wherer <t < s.
Then z € B(y, s), but z ¢ B(x,r). This is a contradiction. O

Let us see another property of the norm on a vector space V. A nonempty subset A
of Vis called convexifax+(1-a)y e Aforallx,y € Aand 0 < a < 1. Itis easy to observe
that a unit open ball B(0,1) = {x € V | |x|| < 1} is convex. Indeed, its converse is also
true in the following sense.

Proposition 2.2.13. Letv : V — R be a map satisfying the following conditions:
@ vx)=0,

(i) v(x)=0ifandonlyifx =0,

(iii) v(ax) = |a|v(x).

Suppose that the set B = {x € V | v(x) < 1} is convex. Then the map v is anormon V.



38 —— 2 Metricspaces

Proof. To show that v is a norm on V, we have to show that v satisfies the triangle in-
equality. If any of x or y is zero, then it is clearly satisfied. Suppose that x # 0 and y # 0.

Letu = % andv = WLW), where t > 1. Then v(u) = v(v) < 1. Since B is convex,

v(x) v(x)
V(v(x) PR R v(y)") <L

Thisimplies that v(x+y) < t(v(x)+v(y)).Since t > 1is arbitrary, v(x+y) < v(x)+v(y). O
Let V; and V, be normed spaces over the field F. Let T : V; — V, be a linear
transformation such that there exists a positive real number k such that |T(x)| < k|x]|
for all x e V. Let us collect all such linear transformations in a set B(Vy, V). Define
Il-1: B(Vy,V;) = Rby
IT| =inf{k | |T(x)| < klix]| for all x € V;}.

We can check that | - || is a norm on B(V;, V5). Note that [|T(x)|| < [|IT|l|x|| for all x € V.

Proposition 2.2.14. Let T € B(V,,V,). Then
ITIl = sup{| T 1 lx < 1}.
Proof. If | x| < 1, then |T(x)|| < |Tlx| < |T|. This implies that
sup{| TOO] | lIxil < 1} < IT].

Let € > 0. Then there is y # 0 such that

1T > (71 =€)yl
Letz = Ig_ll Then we have
@) = 5> imi-e.
This implies that
sup{[|TCO| | Ixll <1} = [|T(@)| > ITIl - e.
Hence

sup{|TCO| | Ixll < 1} = IT]. m
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Remark 2.2.15. The linear transformation T : V; — V, satisfying the above condition is
called a bounded linear transformation. We are avoiding this terminology here because
this is different from a bounded map between the metric spacesX and Y. Amapf : X —
Y is called a bounded map if the image set Im f is a bounded set in Y. Observe that the
identity map I : R — R satisfies the above condition but is not a bounded map.

Definition 2.2.16. Let V be vector space over a field F. Then amap (,-) : VxV — F
is called an inner product if for all x,y,z € V and a, 8 € F, the following conditions are
satisfied:

@ (xy)eRand (x,y) =0,

(i) (x,x)=0ifandonlyifx =0,

(i) (ax + By, z) = a(x,z) + (¥, 2),

(i) (xy) = yX).

If (-,-) is an inner product on a vector space V, then we say that the pair (V, (-,-)) is an
inner product space. When an inner product is given on V, we will only say that V is an
inner product space.

Example 2.2.17. Define (-,-) : F" x F* — Fby (x,y) = Yi_; X;V, Where x = (xq,..., ;)
andy = (¥4,...,¥,) Then (., -) is an inner product on F". This inner product is called the
standard or usual inner product on F".

Let V be an inner product space. Defineamap || - | : V — Rby [Ix]| = +v(x, x). We
will observe that || - || is a norm on V. Clearly, || - || satisfies the first three conditions of
the norm. To prove the triangle inequality, we need the following:

Proposition 2.2.18 (Cauchy-Schwarz inequality). Let V be an inner product space, and let
| - || be the map as defined above. Then, for all x,y € V,

[Cap)| < Xyl

The equality holds if and only if one of x or y is a scalar multiple of the other.

Proof. If any of x or y is zero, then the above inequality is satisfied. Suppose that x # 0
and y # 0. Write

L )
%G

Y+ 2z,

wherez = x - %y. Note that

6y
wvyj>:0

Now
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IxII* = (x, x)
(x,) (x,) >
Ilyllzy TR
<x,y>
TR
_ et
i
5 (X, )
G

+ lz)?

Therefore

|G| < XTI
Note that the equality holds if and only if z = 0. This equivalently means that

_ ey
O
e

Now observe that

X+ 1P = (x+y,x +y) = Ix|* + 2Re(x,y) + [yl*
< Il + 26| + Iyl
< Il + 2lxliyll + Iyi®
2
= (lIxll + yl)"
Therefore |x + y|| < [Ix]| + [yl. Thus an inner product induces a norm on V, but a norm

may be not induced by an inner product. Observe that if V is an inner product space and
[l - Il is @ norm induced by the inner product on V, then for all x,y € V, we have

lIx + Y17 + Ix = yI* = (IxI* + Iyl?).

This identity is called the parallelogram identity.

Take x = (1,0,...,0,...)and y = (0,1,...,0,...) in the space ¢,. We can see that the
parallelogram identity is not satisfied if p # 2. This shows that the norm on the space ¢,
(p # 2) is not induced by an inner product.

2.3 Metric-preserving maps

Let us revisit Examples 2.1.8 and 2.1.9. Let d be a metric on a set X. Then by condition (i)
of Definition 2.1.1, d is a map from X x X to [0, co). Consider the map f : [0, c0) — [0, c0)
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defined by f(x) = <. By Example 2.1.8 the composition f o d is a metric on X. We can

1+x

similarly deal with Example 2.1.9.

Definition 2.3.1. Amapf : [0,00) — [0, 00) is called a metric-preserving map if f o d is
a metric for all metric spaces (X, d).

Example 2.3.2. The map f : [0,00) — [0,00) defined by f(x) = x* is not a metric-
preserving map. Consider the usual metric d on R. Then

(fed)(1,3)> (fod)1,2)+ (fod)2,3).
Example 2.3.3. Define the map f : [0, c0) — [0, c0) by

0 ifx=0,

fo = {1 ifx > 0.

Then f o d is the discrete metric.

Definition 2.3.4. Amapf : [0,00) — [0, c0) is called subadditive if f(x +y) < f(x) +f(y)
for all x,y € [0, 00).

Proposition 2.3.5. Let f : [0,00) — [0, co) be a metric-preserving map. Then f is subad-
ditive.

Proof. Let d be the usual metric on R. Let x,y,z € [0, co). Since f is a metric-preserving
map,

FX+y) = (F o d)(0,X +)
< (f o d)(0,x) +f o dOX, X +Y)
=f(X) +f ). -

Definition 2.3.6. Amap f : [0,c0) — [0, c0) is called amenable iff‘l{O} = {0}.

Proposition 2.3.7. Let f : [0,00) — [0,00) be a metric-preserving map. Then f is
amenable.

Proof. Note that if f(0) # 0, then f o d is not a metric. Also, suppose there is a > 0 such
that f(a) = 0. Take the usual metric d on R. Then (f - d)(0,a) = f(a) = 0, but a # 0. This
shows that f o d is not a metric. O

It may happen that f : [0,00) — [0,00) is a subadditive and amenable but not a
metric-preserving map. For example, we will see later that f(x) = ﬁ is a subadditive
and amenable but not a metric-preserving map. We have a sufficient condition for f to
be a metric-preserving map.



42 —— 2 Metric spaces

Proposition 2.3.8. Let f : [0,00) — [0, c0) be a subadditive, amenable, and increasing
map. Then f is a metric-preserving map.

Proof. Let (X, d) be a metric space, and let x,y,z € X. We will only prove the triangle
inequality for f - d. Note that

d(x,y) < d(x,z) + d(z,y).
Since f is increasing,

fdoy)) < f(dx,2) +d(z,y)).

Since f is subbaditive,

fd(x,2) + d(z,y)) < f(d(x,2)) + f(d(z,y)).
This shows that f o d satisfies the triangle inequality. O

Definition 2.3.9. Let a,b,c € [0, c0). Then the triple (a, b, c) is called a triangle triple if
a<b+c,b<a+c,andc<a+b.

Observe that (a, b, ¢) is a triangle triple if and only if |[a —b| < c < a + .

Proposition 2.3.10 (Borsik and Dobos). Let f : [0,00) — [0,00) be an amenable map.
Then f is a metric-preserving map if and only if (f (a),f(b),f(c)) is a triangle triple for all
triangle triples (a, b, c).

Proof. Let (a,b,c) be a triangle triple. Let d be the usual metric on R% Then there are
X,¥,z € Rsuch that d(x,y) = a, d(y,z) = b, and d(x, z) = c. Since f is metric preserving,
(f(a),f(b),f(c)) is a triangle triple.

Conversely, suppose that (f(a),f(b),f(c)) is a triangle triple for all triangle triples
(a,b,c).Let (X, d) be a metric space. Since (d(x, y), d(y, z), d(x, z)) is a triangle triple, f o d
satisfies the triangle inequality. We can easily check that f o d satisfies the other condi-
tions of a metric. O

Note 2.3.11. Let (a, b, ¢) be a triangle triple with a > 0, and let d be the usual metric

on R% Let x = (5,0),y = (-%,0), and z = (u,v), where u = bzz’acz, and v is given by

5
x* + %2 +ax +y* = b%. Check that for x,y,z € R?, we have d(x,y) = a, d(y,z) = b, and
d(x,z) =c.

Proposition 2.3.12 (Sreenivasan and Terpe). Let f : [0,00) — [0,00) be an amenable
map. Then f is a metric-preserving map if and only if f(a) < f(b) + f(c) for all triangle
triples (a, b, c).

Proof. Suppose that f is a metric preserving map. Let (a, b, ¢) be a triangle triple. Let d
be the usual metric on R%. Then there are x,y,z € R? such that d(x,y) = a, d(y,z) = b,
and d(x, z) = c. Since f is metric preserving,
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fl@) = f(d(x.y)) < f(d(x,2)) + f(d(z.y)) = f(b) + [ (©).

By similar arguments as in the proof of Proposition 2.3.10, the converse follows. O

Proposition 2.3.13. Letf : [0,00) — [0, 00) be a metric-preserving map. Then the follow-
ing statements are equivalent:

() f is continuous,

(i) f is continuous at 0,

(iii) foreache > 0, thereis x > 0 such that f(x) < €.

Proof. We can easily observe that (i) = (ii) and (ii) = (iii). We will prove (iii) = (i).

Suppose (iii) holds. Let a € [0, co) and € > 0. By (iii) there is h > 0 such that f(h) < €.
Note that (h, a, a+ h) is a triangle triple. Therefore (f(h), f(a), f (a+h)) is a triangle triple.
This implies that

Ifa+h)—f@|<fh) <e.

This shows that f is continuous at a. Since a € [0, co) is arbitrary, f is continuous. O

Proposition 2.3.14. Let f : [0,00) — [0, 0c0) be a metric-preserving map. Then, for each
§ > 0, thereis € > 0 such that

x26=f(x)>e
Proof. On the contrary, assume that there is § > 0 such that for each € > 0,
xz26=f(x)<e.

Choose a > § > 0 such that f(a) < @. Note that (a, a,§) is a triangle triple but
(f(a),f(a),f(8)) is not. This is a contradiction. O

Corollary 2.3.15. Let f : [0,00) — [0,00) be a metric-preserving map. Then
lim, _, f(x) #0.

Observe thatlim, _,, ;7 = 0.This shows thatf(x) = ;7 isnota metric-preserving
map.
Proposition 2.3.16. Let f : [0,00) — [0,00) be amenable such that for all x > 0, v <
f(x) <2v for somev > 0. Then f is a metric-preserving map.

Proof. Letv > 0 be such thatv < f(x) < 2v for all x > 0. Let (a, b, ¢) be a triangle triple.
We will show that f(a) < f(b) + f(c). If any one of a, b, or c is zero, then it is clearly
satisfied. Suppose thata + 0, b + 0, and ¢ # 0. Then

fa)<2v=v+v<f(b)+f(c).

By Proposition 2.3.12, f is a metric-preserving map. O
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Example 2.3.17. Define the map f : [0, c0) — [0, c0) by

0 ifx=0,
fOO =41 ifxe(0,00)NQ,
2 ifxe(0,00)Nn(R\Q).

By Proposition 2.3.16, f is a metric-preserving map. Note that f is discontinuous at each
point of [0, co). Also, note that f is not increasing.

2.4 Open and closed sets

Let us recall the definition of continuity of a map f : R — R from elementary calculus.
We note that the continuity depends on the open intervals. We would like to general-
ize the notion of an open interval to the so-called open sets and try to get a notion of
continuity in the next chapter, which does not depend on the distance.

Definition 2.4.1. Let A be a set in a metric space X. Then a point x € X is called an
interior point of A if there is a positive real number r such that B(x,r) € A.

We denote the set of all interior points of A by A® or Inty A. When the metric space
X is given, we will denote it by Int A. Note that if A is nonempty and x € X is an interior
point of A, then x € A.

Definition 2.4.2. Let A be a set in a metric space X. Then a point x € X is called an
exterior point of A if there is a positive real number r such that B(x,r) ¢ X \ A.

We denote the set of all exterior points of A by Exty A or Ext A.

Definition 2.4.3. Let A be a set in a metric space X. Then a point x € X is called a bound-
ary point of A if it is neither an interior point nor an exterior point of A.

We denote the set of all boundary points of A by Bdy A or Bd A. Note that if x € X is
a boundary point of 4, then forallr > 0,

B(x,r)NA+0 and BX,r)n(X\A) +0.

Note that for any set A in a metric space X, Int A, Ext A, and Bd A forms a partition of X.
Also, note that Int A = Ext(X \ A), ExtA = Int(X \ A), and Bd A = Bd(X \ A).

Example 2.4.4. Consider a closed interval [a, b] in the real line. Let x € (a,b). Letr =
min{|x — al,|x — b|}. Then B(x,r) = (x —r,x +r) < [a,b]. Also, note that no point of
R\ (a,b) can be an interior point of [a, b]. This shows that Int[a,b] = (a,b). We can
similarly observe that Ext[a, b] = (-oco, a) U (b, o) and Bd[a, b] = {a, b}.
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Example 2.4.5. Consider the set Q in the real line. Note that any open interval around
a point contains irrational numbers. This implies that Int Q = ¢. We can similarly show
that Int R\ Q = ExtQ = ExtR \ Q = 0. Also, observe that BdAQ = BdR\ Q = R.

Definition 2.4.6. A set in a metric space X is called an open set if every point of A is an
interior point of A.

Consider the Euclidean space R". Let a;, ..., a, be arbitrary but fixed positive real
numbers. We can check that

{0 %) € R | Ixi < a}

is an open set in R". The same situation may not be true in an infinite-dimensional
normed space.

Proposition 2.4.7. Let (a,) be an arbitrary but fixed sequence of positive real numbers.
Then the set

U ={(x,) €& | Ix;| < aforall i}
is an open set in ¢, if and only if
inf{a, | n € N} > 0.

Proof. Suppose that U is an open setin #,. Since a; > 0, thereise > 0 suchthata; > € > 0.
Then

X=(x, =(a-¢0,0,...)eU.
Since U is an open set, there is § > 0 such that
B(x,8) c U.
Let r = min{e, g}. Then
D(x,r) < B(x,6) c U.
Let m > 2. Consider the sequence y = (y,) defined by

a—-€ ifn=1,
Yp=1r1 ifn=m,
0 otherwise.

Note thaty € D(x,r) < U. This implies that r < a,,. Observe that a; > € > r. Since m > 2
is arbitrary, a,, > r for all n € IN. This shows that inf{a, | n € N} > r > 0.
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Conversely, suppose that inf{a,, | n € N} > 0. Then there is s > 0 such that a, > s
for alln € N. Let x = (x,,;) € U. We will show that x is an interior point of U.
Since Y2, |an2 < 00, there is a positive integer k such that

00 2

Y bl <

n=k+1

Letr = min{%,al —Ixql5...,ar — |xl}. Since x € U, r > 0. Lety = (y,) € B(x,r). Then
ly - x|l <r.For1<n <k, we have

D’n| < |yn _Xn| + |Xn|
<y = xll + Ix,
<T+ Xyl

< ay — X + Xl

= ay.
Letx' = (Xp,x) and y' = (yp,x). Then
Dl < Iy =X+ X
o 3
<y -xll + ( D |xn|2>
n=k+1
S
<r+-
2
<s.
This implies that for n > k + 1, we have
al < '
<Ss
< a.

Therefore |y,| < a, for all n € N. This shows thaty = (y,) € U. Sincey € B(x,r) is
arbitrary, B(x,r) ¢ U. Hence x is an interior point of U. Since x € U is arbitrary, U is
open. O

Let A be a set in a metric space X. Note that Int A is the largest open set contained
in A. In other words,

IntA = U{Ua | U, is open in X contained in A}.
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Also, A is open in X if and only if IntA = A. Observe that if A ¢ B, then IntA ¢ IntB.
For this, note that IntA ¢ A < B. Since IntB is the largest open set contained in B,
IntA c IntB.

Proposition 2.4.8. Let {A, | a € 7} be a family of sets in a metric space. Then
(@) Int(ﬂael Aa) < ﬂaeI IntAa;

() ifZisfinite, then Int(( ez Ag) = Ngez INtAy

(i) Uger IntA, € Int(Uger Ag)-

Proof. (i) Note that [,z A, € A, foralla € 7. Then

Int( ﬂ Aa> cInt4, forallaceZ.
ael
This implies that

Int( N Aa> < () IntA,.

acl ael

(ii) Without loss of generality, assume that Z = {1,...,n}. Let U = (g_, Int4,. Note that
U is open. Since IntA, € A,,

=

U= ﬁlntAa «

a=1

A,
1

Q
|

Since for any set B, Int B is the largest open set contained in B,

ﬁ IntA, ¢ Int(ﬁAQ)
a=1 a=1

(iii) Left as an exercise. O

Remark 2.4.9.
(i) If Z is not a finite set, then the equality in Proposition 2.4.8(i) need not hold. For
example, for all n € N, consider the sets 4, = (—%, %) in the real line. Then

(] IntA, = {0} and Int< N An> =0.
nelN nelN

(i) Consider the singletons {a} in the real line. Note that Int{a} = ¢ and [J,g{a} = R.
This implies that

0= U Int{a} < Int U {a} = R.

aeR aeR

This shows that the equality in Proposition 2.4.8(iii) need not hold. This is even not
true for a finite union. For example,
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P=IntQUINtR\Q cInt(QUR\ Q) =R.

Proposition 2.4.10. An open ball in a metric space is an open set.

Proof. Consider an open bhall B(x,r) in a metric space X. Lety € B(x,r). If y = x, then
B(y,r) € B(x,r). Now suppose that y # x. Then s = d(x,y) > 0. Let € = min{s,r — s}. We
claim that B(y, €) € B(x,r). For this, let z € B(y, €). This implies that d(y, z) < €. Then

d(z,x) < d(z,y) + d(y,x)
<E+S
<Tr-S+§

=r.
Hence z € B(x, ). O

Definition 2.4.11. A set A in a metric space X is called a closed set if X \ A is openin X.

Example 2.4.12. Each singleton set in a metric space X is a closed set. For this, let x € X.
Lety € X be such thaty # x. Thenr = d(x,y) > 0. Note that x ¢ B(y, r). This equivalently
means that B(y,r) € X \ {x}. Hence X \ {x} is open in X.

Proposition 2.4.13. A closed ball in a metric space is a closed set.

Proof. Consider a closed ball D(x, r) in a metric space X. We will prove that X \ D(x,r)
is open in X. If D(X,r) = X, then X \ D(x,r) = @. Since 0 contains no point, @ is open.
Now assume that D(X,r) +# X. Lety € X \ D(x,r). Then s = d(x,y) > 0. We claim that
B(y,s—r) € X\ D(x,r). For this, let z € B(y, s — r). This implies that d(y, z) < s — r. Then

s=d(xy) <dx,z)+d(zy)

<d(x,z)+s-r.

Therefore d(x,z) > r. Hence z € X \ D(x, ). O

The interior of a closed ball in a metric space need not be an open ball. For this,
consider the following example.

Example 2.4.14. Let X be the discrete metric space containing at least two elements.
Since D(x,1) = X for each x € X, Int D(x,1) = X. Note that B(x,1) = {x}.

Proposition 2.4.15. Let V be a normed space, and let x € V. Then Int D(x,r) = B(x,r) for
allr > 0.

Proof. Since B(x,r) € D(x,1), B(x,r) € Int D(x,r). For the converse, let y ¢ B(x,r). Then
Ix =yl >r.If|[x—y| > r,theny ¢ D(x,r). This implies that y ¢ Int D(x,r). Let [x—y| = .
For each € > 0, consider an open bhall B(y, €) around y. Let
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€ y-Xx
Z=y+- )
Y 2yl
Then |z -yl = § < e, but[[x - z| =r + 5 > r. This shows that y ¢ Int D(x, ). O

Now we prove an important property of open sets in a metric space, which will
prompt us to define a topology.

Theorem 2.4.16. Let X be a metric space. Then

(i) ©0andX are open sets;

(i) if{U, | a € I} is a family of open sets of X, then | )1 U, is open in X;
(i) ifU,,U,,...,U, are open sets of X, then Uy n U, N ---N U, is open in X.

Proof. (i) We have already seen that ¢ is open in X. Since every open ball B(x, r) around
each x € X is contained in X, X is openin X.

(ii) Let x € Ugez Uq- Then, x € Ug for some B € Z. Since Uy is open, thereisr > 0
such that

Bx,r)cUg < | J Us

ael

This shows that | J,.7 U, is open in X.

(iii) It is sufficient to prove that U; n U, is open in X. Let x € U; n U,. Since U; and
U, are open, there are r; > 0, i = 1,2, such that B(x,r;) € U;. Let r = min{ry,7,}. Then
B(x,r) c Uy nU,. O

Example 2.4.17. Let X be the discrete metric space. Since each singletons are open balls
for suitable radius, the singletons are open sets in the discrete metric space. This shows
that each set in the discrete metric space is open. This implies that each set in the discrete
metric space is a closed set.

Example 2.4.18. Consider the set Z of integers in the real line. Since

R\Z=|J(mn+1),

nez
7. is closed in R.

Example 2.4.19. Let a € R. Since (a,00) = [Jpen(@ ), (a,00) is open in R. Similarly,
(-00,a) is open in R.

As an application De Morgan’s law in Theorem 2.4.16, we get the following:
Theorem 2.4.20. Let X be a metric space. Then
(i) ©@andX are closed sets;

() if{F, | a € I} is a family of closed sets of X, then (\,cz F, is closed in X;
(i) ifF,F,,...,F, are opensets of X, then F; UF, U---UF, is closed in X.
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Example 2.4.21. Consider the real line. Note that ﬂneN(—%, %) = {0} and singletons are
not open in R. This shows that the arbitrary intersection of open sets need not be open.
By De Morgan’s law we have | IR\(—%, %) = R\{0}. This also shows that the arbitrary
union of closed sets need not be closed.

Definition 2.4.22. A set A in a metric space X is called a clopen set if it is both open and
closed in X.

Example 2.4.23. The empty set @ and X are clopen sets in a metric space X.
Example 2.4.24. In the discrete space X, all sets are clopen.
Now we describe the open sets in terms of open balls in a metric space.

Proposition 2.4.25. Let X be a metric space. Then a set U in X is open ifand only if U is a
union of open balls in X.

Proof. If U is a union of open balls, then U is an open set. Conversely, suppose that U
is open in X. If U = ¢, then trivially it is a union of sets over an empty indexing set. If
U # 0, then for each x € U, there is an open ball B(x, r,) contained in U. This shows that
U = Uyey BX, 1y). O

We now describe the open sets in the real line.

Theorem 2.4.26. A nonempty open set in the real line is the countable union of disjoint
open sets.

Proof. Let U be a nonempty open set in the real line. Let V. = U n Q. Note that V is
nonempty and countable. For each x € V, let I, denote the union of all open intervals
that are contained in U and contain x. Then I, is the largest open interval contained in
U that contains x.

Letx,y € V. We claim that I, = I, or I, n I, = 0. For this, suppose that I, # I, and
I,nI, # 0.Then I, U, is an open interval containing x and y. Since I, is the largest open
interval containing x, this is a contradiction. Note that U is the union of open intervals
and each open interval contains rational numbers. This shows that U = | J, .y L. O

Recall from Example 2.1.14 the subspace (4, d4) of a metric space (X, d). Let x € A.
Let B(x,r) and B, (x,r) denote the open balls around x in X and in A, respectively. Then
Bix,r)nA={yecA|dxy)<r}
={yeAldy(xy <r}
=By (X,1).
Now we describe the open and closed sets in a subspace.

Proposition 2.4.27. Let A be a subspace of a metric space X. Then the open sets of A are
the intersections of open sets X with A.
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Proof. Let V be an open setin A. If V = ¢, then V = ¢ n A. Now suppose that V # 0.
Let x € V. Then there is an open ball B,(x, r,) in A that is contained in A. By the above
observation,

B,(x,1ry) =B(X,ry) NA.
Now

V=|JBalx,ry)

XxeA

= U(B(x, r,) NA)

X€eA

= (U B(x, rx)> nA.

XeA

Let U = Jyeqa B(x,1y). Then V = U n A. Observe that U is open in X as B(x,ry) is open
inX.

Nowlet V = UnA, where U isopenin X.If V = ¢, thenitis openin A. Let V # ¢ and
x € V.Then x € U. Since U is open in X, there is an open ball B(x, r) around x contained
in U. Hence

Bx,r)NACUNA=V.

Thus V is open in A. O

Example 2.4.28. Consider the set N of natural numbers in the real line. Note that

{X}=<x—%,x+%)mN.

Therefore each singleton is open in the subspace IN of R. This implies that each set in N
is open in N.

Example 2.4.29. Consider the real line. Note that [0, %) is open in [0,1] since [0, %) =
(—%, %) n [0,1]. Also, note that [0, %) isnot open in R.

Proposition 2.4.30. LetY be a subspace of a metric space X, and let A ¢ Y. ThenInty A =
Inty(AUu X \Y)nY.

Proof. Note that
Inty A = | J{V, | V, is openin ¥, and V, < A}
a
= JlU,nY | U,is openin X, and U, N Y < A}
a
= J{U, | Uyis openinX,and U, cAUX \V)} nY

a

—Inty(AUX \Y))NY. m
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Proposition 2.4.31. Let A be a subspace of a metric space X. Then the closed sets of A are
the intersections of closed sets X with A.

Proof. Let F be closed setin A. Then A \ F is open in A. By Proposition 2.4.27 there is an
openset Uin X suchthat A\F = UnA. Note that F = An(X\U). Then F is an intersection
of a closed set in X with A.

Now let F = AnC, where C is closed in X. Since X \ Cisopenin X,A\F = (X\C)nA
is open in A. Hence F is closed in A. O

Example 2.4.32. Since
(-V2,V2)nQ=[-V2,V2InQ,

(-VZ,V2)nQis open as well as closed in the subspace Q of the real line.

Proposition 2.4.33. Let A be a closed set of a metric space X. Then a set B of A is closed
inAifandonly if Bis closed in X.

Proof. Let B be closed in A. Then B = F n A for some closed set F of X. Since A is closed
in X, B is closed in X. Conversely, let B be closed in X. Since B ¢ A, B = Bn A. Therefore
Bis closed in A. O

We can similarly prove the following:

Proposition 2.4.34. Let A be a open set of a metric space X. Then a set B of A is open in A
ifand only if B is open in X.

Consider a set A in a metric space X. Then X itself is a closed set containing A. Con-
sider the collection

{F, | F,1is a closed set containing A}.

Now consider the intersection all such F,. By Theorem 2.4.20 the intersection is a closed
set. Indeed, this is the smallest closed set containing A.

Definition 2.4.35. Let A be a set in a metric space X. The smallest closed set in X con-
taining A is called the closure of A.

We denote the closure of A by A or Cly A. When the metric space X is given, we will
denote it by C1 A. Note that

ClA = ﬂ{Fa | F, is closed in X containing A}.

Example 2.4.36. The smallest closed set containing the open interval (a, b) in the real
line is [a, b]. Therefore Cl(a, b) = [a, b]. Similarly, Cl[a, b) = Cl(a, b] = Cl[a, b] = [a, b].

Example 2.4.37. Consider the set Q of rational numbersin the realline. Let F be a closed
setin R such that Q ¢ F ¢ R. Note that Qis not a closed setin R. This implies that F + Q.
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Also, note that R\ Fisopenin Rand R\ F € R\ Q. Since Int R\ Q = ¢, R\ F = ¢. This
shows that F = R. Hence C1 Q = R. We can similarly observe that CI(R \ Q) = R.

Definition 2.4.38. A set A in a metric space X is called a dense set if C1A = X.

By Example 2.4.37, Q is dense in R. Also, from the Weierstrass approximation the-
orem of analysis we can observe that the set of polynomials is dense in the set C[a, b]
of continuous maps with the norm | - || ,. As in Example 2.4.14, we can observe that the
closure of an open ball in a metric space need not be the closed ball.

Proposition 2.4.39. Let V be a normed space, and let x € V. Then C1B(x,r) = D(x,r) for
allr > 0.

Proof. Since B(x,r) < D(x,r), ClB(x,r) € D(x,r). For the converse, lety ¢ ClB(x,r).
Since C1 B(x,r) is closed, X \ C1B(x,r) is open. Then there exists € > 0 such that

B(y,e) c X\ CIB(x,r) € X\ B(x,r).

Then ||[x - y|| > r. If |[x — y|| > r, then y ¢ D(x, r). Now suppose that ||x — y|| = r. Let

€ y-x
Z=y-- .
2 Ix =yl
Note that [z - y| = § < eand ||z - x| = r — § < r. This implies that z € B(y,€) N B(x, 7).
This is a contradiction. Hence D(x,r) € C1B(x, ). O

Note that A is closed if and only if C1A = A. Suppose that A ¢ B. Then A ¢ B ¢ ClB.
By the definition of the closure, C1A < C1B.

Proposition 2.4.40. Let {A, | a € Z} be a family of sets in a metric space. Then
(i) Uael’ ClAa < Cl(UaeI Aa);

(i) ifZ isfinite, then | J 7 ClA; = Cl{Ugez Ad)s

(i) Cl(NgerAd) € Ngez ClAg

Proof. We will only prove (ii). The others are left as exercises.

Without loss of generality, assume that Z = {1,...,n}. Let F = | J;_, CLA,. Note that
F is closed. Since 4, < C1A,,

Since for any set B, C1 B is the smallest closed set containing B,

Cl(LnJAa> c Ocma.
a=1 a=1

The equality holds because of (i). O
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Proposition 2.4.41. Let A be a set in a metric space X. Then x € ClA if and only if for
every open set U containing x, Un A # 0.

Proof. Let x € ClA. On the contrary, suppose that there is an open set U containing x
suchthat UnA =0.Then A ¢ X\ U. Since X \ U is closed, C1A ¢ X \ U. This implies that
x € C1A ¢ X\ U. This is a contradiction. Conversely, suppose that x ¢ ClA. This implies
that x e X\ ClA. Let U = X \ C1A. Note that U is open and U = X \ C1A ¢ X \ A. Therefore
UnA=4¢. O

Proposition 2.4.42. Let A be a set in a metric space X. Then BdA = C1A N CI(X \ A).

Proof. Note that x € Bd Aif and only if x is neither an interior nor an exterior point of A.
This equivalently means that for each open set U containing x, we have

UgAandU ¢ X \A
oUnA+0andUn(X\A) +0.

Therefore by Proposition 2.4.41 we get BdA = CLA N CL(X \ A). O

Proposition 2.4.43. Let Y be a subspace of a metric space X, and let A C Y. Then Cly A =
ClyAnY.

Proof. Note that
ClyA=(){F, | Fyisclosedin Y and A ¢ F,}
a
- ﬂ{Ka NY|K,isclosedinX and A c K, n Y}
a
= ()i, | Ky is closedin X and A c K} nY
a

=ClyANY. O

Proposition 2.4.44. Let A be a set in a metric space X. Then
(i) ClX\A)=X\Int4;
(i) Int(X\A)=X\CLA

Proof. We will only prove (i). The proof of (ii) follows the same lines.
Note that

X\IntA =X\ | J{U, | U, is open in X and U, < A}
a
= ()X \ U, | X\ U, is closed in X and X \ A € X \ U,}
a

=Cl(X \ A). O
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Proposition 2.4.45. Let A be a set in a metric space X. Then C1A = Int A u Bd A.

Proof. By Propositions 2.4.42 and 2.4.44 we have

BdA =CIANCIX \A)
=ClANn (X \IntA)
=ClA\ IntA.

Therefore Cl1A = IntA U Bd A. O

Definition 2.4.46. Let A be a set in a metric space X. A point x € X is called a limit point
of A if for eachr > 0,

(BOor)\{x})nA +0.

In other words, x € X is a limit point of A if each open ball around x contains a point
A other than x itself. We denote the set of all limit points of A by D(A). The set D(A) is
called the derived set of A.

Example 2.4.47. Consider the open interval (a,b) in the real line. Observe that if x €
[a, b], then every open ball B(x, r) around x contains a point of (a, b) other than x itself.
Let x € R\ [a,b]. Then either x < aor x > b.If x < q, then the open ball B(x,a - x)
contains no point of (a,b). If x > b, then the open ball B(x, x — b) contains no point of
(a, b). This shows that D((a, b)) = [a, b]. We can similarly show that D([a, b]) = D([a, b)) =
D((a, b]) = [a,b].

Example 2.4.48. Since every open interval around any real number contains rational
as well as irrational numbers, D(Q) = D(R\ Q) = R.

Example 2.4.49. Consider the set A = {rll | n € N} in the real line. We will prove that
D(A) = {0}. Let r > 0. By the Archimedean property there exists k € IN such that % <T.
This implies that the open interval (-r, r) contains a point of A. This shows that 0 € D(A).
Now suppose that x # 0. Then we have the following possibilities:

i xe (%, ﬁ) for some k € A,

(i) xeA,

(iii) eitherx <Oorx >1.

We can find a suitable open interval in each of the above cases that does not contain a
point of A other than possibly x. Hence D(A) = {0}.

Example 2.4.50. Consider the set Z of integers in the real line. Let x € R. Since (x — %
X+ %) contains at most one point of Z, possibly x itself, D(Z) = 0.

Example 2.4.51. In the discrete metric space X, D(A) = @ for every set A in X.

Proposition 2.4.52. Let A and B be sets in a metric space X. Then
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(i) ifA c B, then D(A) < D(B);
(ii) D(AUB) =D(4) UD(B).

Proof. We can easily observe (i). We will prove (ii). Since A,B ¢ A U B, D(A),D(B) <
D(A U B). This implies that D(A) u D(B) < D(A U B).

Now suppose that x ¢ D(A)UD(B). Thisimplies that x ¢ D(A) and x ¢ D(B). Therefore
there are open balls B(x,r;) and B(x,r,) such that B(x,r;) N A ¢ {x},i = 1,2. Letr =
min{ry, r,}. Then

B(x,r)Nn(AuB) = (B(x,r)nA) U (B(x,r) N B)

c {x}.

This shows that x ¢ D(A U B). Hence D(A U B) = D(A) u D(B). O

Proposition 2.4.53. Let A be a set in a metric space X, and let x € X be a limit point of A.
Then every open ball around x contains infinitely many points of A other than x.

Proof. Suppose there is a positive real number r such that the open ball B(x, r) around
x contains finitely many points of A other than x. Let these points be a;, a,, . .., a,. Note
thatr; =d(x,a;) >0foralll<i<n.Let

S=min{ry,ry, ..., T}

Then the open ball B(x, s) does not contain any point of A other than x. This implies that
X is not a limit point of 4, a contradiction. O

Proposition 2.4.54. A set A in a metric space X is closed if and only if D(A) ¢ A.

Proof. Suppose that A is closed in X. Let x € D(A). On the contrary, suppose that x ¢ A.
Then x € X \ A. Since X \ A is open, there is an open ball B(x,r) around x contained in
X \ A. This implies that B(x, r) contains no point of 4, a contradiction. Hence x € A.
Conversely, suppose that D(A) € A. Let x € X \ A. Then x ¢ D(A). This implies that
there is an open ball B(x, r) that does not contain any point of A other than x. Since x ¢ A,
B(x,r) € X \ A. This shows that X \ A is open in X. Hence A is closed in X. O

Proposition 2.4.55. A set A in a metric space X is closed if and only if Bd A C A.

Proof. Suppose that A is closed in X. Let x € BAdA. Then B(x,r) n A #+ ¢ for allr > 0. On
the contrary, suppose that x ¢ A. This implies that (B(x,r) \ {x}) N A # 0. This shows that
X € D(A). By Proposition 2.4.54, x € A. This is a contradiction.

Conversely, suppose that Bd A € A. Let x € D(A). Then (B(x,r) \ {x}) N A # . On the
contrary, suppose that x ¢ A. Then x € X \ A. This implies that B(x,r) n (X \ A) # @. This
shows that x € Bd A. Hence x € A, a contradiction. O

Proposition 2.4.56. Let A be a set in a metric space X. Then D(A) is a closed set in X.
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Proof. To prove this, we will prove that D(D(A)) < D(A). Let x € D(D(A)). Then for each
r>0,

(B(x,7)\ {x}) N D(A) # 0.

Lety € (B(x,r) \ {x}) n D(A). Observe that B(x,r) \ {x} is an open set. Then there is an
open bhall B(y, s) contained in B(x,r) \ {x}. Since y € D(A),

(By,s)\ (y}) NA +0.

Letz € (B(y,s) \ {y}) N A. Then

z € B(y,s) \ {y} < B(x,1) \ {x}.

This implies that z € (B(x,r) \ {x}) n A. This shows that x € D(A). O
Proposition 2.4.57. Let A be a set in a metric space X. Then C1A = A U D(A).

Proof. Since ClA is closed, by Proposition 2.4.54 D(C1A) < ClA. Since A < ClA, D(A) ¢
D(CLA). Thisimplies that AUD(A) < ClA. To prove the equality, we will prove that AUD(A)
is the smallest closed set containing A. For this, let x € X \ (A U D(A)). This implies that
x ¢ Aand x ¢ D(A). Since D(A) is closed, we can find an open ball B(x,r) contained in
X \ A such that no point of B(x,r) is in D(A). Therefore B(x,r) € X \ (A U D(A)). This
implies that x is an interior point of X \ (A U D(A)). This shows that X \ (AU D(A)) is open
set in X. Hence A U D(A) is closed.

Now suppose that F is a closed set in X containing A. Then D(A) < D(F). Since F is
closed, D(F) < F. This shows that A u D(A) < F. Thus A U D(A) is the smallest closed set
containing A. O

By Proposition 2.4.57 we observe that if A is dense in a metric space X, then the
points of X can be approximated by points of A.

Definition 2.4.58. A metric space X is called separable if it has a countable dense set.
Example 2.4.59. By the rational density theorem the real line is separable.

Example 2.4.60. The Euclidean space R" is separable, since Q" is dense in R".
Example 2.4.61. The discrete metric space is separable if and only if it is countable.

Example 2.4.62. The space ¢, is separable. We may look forward to the set {(x,) | x,, €
Q} as a desired one, but this is an uncountable set.
For each n € N, let us consider the set

A, ={0m) | Y1, Yn € Q, and y,, = 0 for all m > n}.
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Let A = [Jp2 Ay, Since each A, is countable, A is countable. We claim that A is dense in
£,. Let e > 0 and (x,;) € &,. Then there is k € N such that

m=k+1
For each 1 < m < k, choose a rational number y,, such that

eZ

2
X = Yml” < %K

Define a sequence y = (y,,) such thaty,, = 0 for all m > k. Theny € A;. Now

2 e 2
Ix=yl5 = > o = Yl

m=1
£ 2 < 2
= Z X = Yml™ + Z X = Yl
m=1 m=k+1
2 2
€ €
<k—+—
2k 2
= 6'2.

This implies that A is dense in #,.

Example 2.4.63. Consider the space C[a, b] of real-valued functions on [a, b] with the
supremum norm. By the Weierstrass approximation theorem each continuous function
can be approximated by a real polynomial

pX)=ay+aX ++a, X", @ €R

Since each real number can be approximated by a rational number, each function in
Cla, b] can be approximated by a polynomial with rational coefficients. We can observe
that the set of all polynomials with rational coefficients is countable. This shows that
Cla, D] is separable.

Example 2.4.64. Consider the space B[0,1] of bounded real-valued functions on [0,1]
with the norm

Ifloo = sup{[f (| | x € [0,11}.

We claim that B[0, 1] is not separable. For each x € [0,1], consider themapy, : [0,1] - R
defined by

1 ify=x,

10) = {0 ify # x.
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Then y, € B[0,1]. Let A be a dense set in B[0,1]. Then for each x € [0,1], there is a
function f, € A such that

”f;( _Xx“oo <

DN =

Let x,y € [0,1] be such that x # y. Then

”Xx _Xylloo =1

Iff; = f,, then by the triangle inequality we have

1= "XX _Xy”oo

< "Xx _f;(”oo + "fj} _Xy”oo
PR
2 2
=1,

a contradiction. Therefore f, # f, for x # y. This shows that
{f 1 x €10,1]} € A.

Hence A is uncountable.

2.5 Distance between sets

In elementary geometry of two or three dimensions, we study the distance between a
pointand aline or a point and a plane as the shortest distance. With the same motivation,
we can define the distance between a point and a set in a metric space.

Definition 2.5.1. Let A be a nonempty set in a metric space X, and let x € X. Then the
real number

d(x,A) = inf{d(x,y) | y € A}

is called the distance of the point x from the set A.

Note that d(x,A) < d(x,y) for all y € A and for each real number a > d(x, A), there
exists an element z € A such that d(x, z) < a. We can easily observe that d(x, A) € [0, co)
and if Bis a set in X such that A ¢ B, then d(x,A) < d(x, B).

Example 2.5.2. If x € A, then d(x,A) = 0. The value d(x,A) may be zero for x ¢ A.
For example, consider the set A = {% | n € N} in the real line. Note that 0 ¢ A and
d(0,A) = inf{d(0, ) | n € N} = 0.
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Proposition 2.5.3. Let A be a nonempty set in a metric space X, and let x,y € X. Then
(1) d(x,A)=0ifandonlyifx € ClA,
(i) d(x,A) <d(x,y)+dy,A).

Proof. (i) Note that

xeClA o Bx,r)ynA+0forallr >0
& for all r > 0,there exists a € A such thatd(x,a) <r
< inf{d(x,y) | y € A} = 0.

(ii) Let z € A. Then
d(x,z) < d(x,y) + d(y, z).
This implies that

d(y,z) > d(x,z) - d(x,y)
> d(x,A) - d(x,y).

Since z € A is arbitrary, d(y,A) > d(x,A) — d(x,y). In other words, d(x,A) < d(x,y) +
d(y,A). O

Proposition 2.5.4. Let F, and F, be disjoint closed subsets of a metric space X. Then there
exist disjoint open sets U, and U, of X containing F; and F,, respectively.

Proof. For each x € Fy, define

P = d(x,FZ))
2
and for each y € F,, define
_dy.Fy)
Sy = T
Let
U = | J By
X€F;
and
U, = U B(x,s,).
yeF,

Note that U; and U, are open sets containing F; and F,, respectively. We will show that
U; and U, are disjoint.
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On the contrary, suppose that z € U; n U,. Then for some x € F; and y € F,, we have
d(x,z) <ry
and
d(y,z) <s,.
Without loss of generality, assume that s, < r,. Then

d(x,y) <d(x,z) +d(z,y)
STyt

<2ry =d(x, Fy).

This is a contradiction, since d(x, F,) < d(x,y). O

Proposition 2.5.5. Let W be a subspace of a finite-dimensional inner product space V,
and let {xy, Xy, ..., Xy} be an orthonormal basis of W. Let x € V. Then

dx, W) = \jnxn2 -3 o xol
k=1

Proof. Note thatz = Y4 (X, X)X, € W and

2

m m
2
A, 2)* = Ix = Y06 x| = IXIP = Y [0 x)
k=1 k=1
Lety = Y3, agXx; in W. Then
dx,y)* = Ix -yl
9 m 9 m m
= I+ D el = Y @30 = ) e Xe).
k=1 k=1 k=1

Note that w+w < 2|w|for allw € F (F = R or C). Then by the Cauchy-Schwarz inequality
we get

Z a_k<X’ Xk)

m m
D @6x) + ) a6 xy) <2
k=1 k=1

k=1

< z\jz |ak|2\j2|<x,xk>|2.
k=1 k=1

Therefore
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doxy) = Ix -yl
m 2 9 m 2
> =06 x| =P =) |06 x)]
k=1 k=1
= d(x,z)z.
Since y € W is arbitrary,
2 2
A6, W) = fIXI2 = D [x, x)l =
i=1

Remark 2.5.6. The point z in the proof of Proposition 2.5.5 such that d(x, W) = d(x, z) is
unique. Indeed, suppose thatz; = Y-, a; X, € Wissuchthatd(x,z,) = d(x, W) = d(x, z).
This implies that

2

2 < 2
= Ixl* = ) [ x)]
i=1

m
X - Z WXy
k=1

Therefore we get

Y la + Z|<X>Xk>l2 = ) @6 X + ) a6 Xe).
k=1 k=1

k=1 k=1

Let w; = (,....qy,) and wy, = ({X,X;),...,{X,X,)) belong to F™. If we consider the
standard inner product on F", then the above equation can be rewritten as

2 2
wall™ + Wy I* = (wy, wy) + (Wy, wy).
In other words,
(Wy, Wy) + (Wy, Wy) = (Wi, W) + (W, Wy).

This implies that (w; — wy, w; — w,) = 0. Hence w; = w,. Therefore a; = (x, x;) for all i.
This shows that z = z;.

Corollary 2.5.7. Let W be a subspace of a finite-dimensional inner product space V, and
let {x1, Xy, ..., X} be an orthonormal basis of W. Let x,y € V. Then

m

d(x,y + W) = \jllx 2= o xolh

k=1

Proof. Note that
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dx,y + W) =inf{d(x,y + w) | w € W}
=inf{|lx -y -w| | we W}
=dx -y, W)

- \j”" 2= Y | %ol 0

k=1

Proposition 2.5.8. Let V be a normed space over a field F, and let f € B(V,F) be such
thatf + 0. Let W = {a € V | f(a) = 0}. Then

IF ol
iFn-

Proof. Lety € W.Then [f(x)| = [f(x - y)| < [flllx - yl. Since |f]l # 0, for all y € W, we
have

dix, W) =

If OOl
< lx =yl
71 Y
This implies that
x| .
lfu(f")l <inf{lx -yl | y € W} = d(x, W).
Recall that

If 1l = sup{|[f ()| | IxIl <1}.

This implies that for 0 < € < ||f]], there is z € V with |z| < 1 such that

0<e<|fl<|f@]<IflI.

Letw = x - L%z Then w € W. This implies that

f@
_ fol
dx, W) <llx-w| = Q) [H]
< If 0ol
If (2l
< If(X)I.
IF1
Hence d(x, W) = L& O

i
Corollary 2.5.9. Let V be a normed space over a field I, and let f € B(V,F) be such that
f+0.LetA={xeV]|f(x)=a}, wherea € F. Then
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Ifx) —al
d(x,4) = ———.
71
Proof. Sincef # 0, f(u) # 0 for some u € V. Letz = /%u. Thenz e AandA =z + W,

where W = {x € V| f(x) = 0}. Now by Proposition 2.5.8 we have

d(x,A) = inf{lx -yl | y € A}
=inf{lx-z-w| | we W}
=d(x-z,W)

_fx-2)|
Fl

_f0 -4
I

Let us verify that the above formula is the same that we have studied in the ele-
mentary geometry. Consider a plane ax + by + ¢z +d = 0 in R®, where (a, b, ¢) # (0,0, 0).
Consider the subspace W = {(x,y, z) | ax + by + ¢z = 0} of R®. Let (X Y1,21) € R® be such
that ax; + by; + ¢z +d = 0. Then A = W + (x4, y1,29) = {(x,y,2) | ax + by + cz + d = 0}.
Define the map f : R® — R by f(x,y,2) = ax + by + cz. Check that ||f|| = Va? + b2 + c.
Then by Corollary 2.5.9,

O

au+bv+cw+d
va® + b? + %

Now we define the distance between sets in a metric space.

d((w,v,w),A) =

Definition 2.5.10. Let A and B be nonempty sets in a metric space X. Then the real num-
ber

d(A,B) = infl{d(x,y) | x € A,y € B}

is called the distance between the sets A and B.

We can easily observe that d(4, B) € [0, c0) and d(A, B) = d(B,A) for all nonempty
sets A and B in a metric space. We can also observe that d(4;,B;) < d(A,B) for all
nonempty subsets A; and B; of A and B, respectively

Proposition 2.5.11. Let A, B, and C be nonempty sets in a metric space X. Then
@i d(A,B) =inf{d(x,B) | x € A},

(i) d(AUB,C)=min{d(4,C),d(B,C)},

(iii) d(A,B) <d(x,A)+d(x,B) forallx € X.

Proof. (i) Note that

{dx,y) I xeAyeB} = U{d(x,y) |y € B}

XeA
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This implies that

d(A,B) = inf{d(x,y) | x € A,y € B}
= inf{inf{d(x,y) | y € B} | x € A}
=inf{d(x, B) | x € A}.

(ii) We can easily observe the following:
{d(x,C) | x e AuB} ={d(x,C) | x e A} u{d(x,C) | x € B}.

Therefore (ii) follows from ().
(iii) Let € > 0. Then there are a € A and b € B such that

d(x, a) < d(x, A) + g
and
€
d(x,b) < d(x,B) + 7
Then

d(A,B) < d(a,b)
<d(a,x) +d(x,b)
<d(x,A)+d(x,B) +e€.

Since € > 0 is arbitrary,

d(4,B) < d(x,A) + d(x, B). O

The distance between sets is not a metric on the set of sets in a metric space. It may
not satisfy condition (ii) of Definition 2.1.1. For example, consider A = (0,1) and B = (1,2)
in the real line. Note that d(4, B) = 0. Similarly, it may not satisfy the triangle inequality.
For example, consider A = (0,1), B = (4,5), and C = (3,2) U (3, 7). Then d(4,B) =3,
d(A,C) = 1,and d(B,C) = 1.

Now we define the distance between bounded sets of a metric space that satisfies
most conditions of the metric.

Definition 2.5.12. Let A and B be nonempty bounded sets in a metric space X. Then the
real number

dy (A, B) = max{sup{d(x,B) | x € A},sup{d(y,A) | y € B}

is called the Hausdorff distance between the sets A and B.
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We can easily observe that d; (A4, B) € [0,00) and d; (A, B) = di (B, A).

Proposition 2.5.13. Let A, B, and C be nonempty bounded sets in a metric space X. Then
(i) dy(A,B) =0ifandonly if C1A = C1B,
(i) dg(A,B) < dy(A,C) +dy(C,B).

Proof. By Proposition 2.5.3(i) we can observe that d (4, B) = Oifand only if A < C1 Band
B ¢ ClA. This proves (i). We will now prove (ii). Let x € A. Then by Proposition 2.5.3(ii),
for any y € C, we have

d(x,B) < d(x,y) + d(y,B)
< d(x,y) + dy(C, B).

This implies that
d(x,B) - dy(C,B) < d(x,y)
<d(x,C)
< dy(4A,C).
Therefore

d(x,B) < dy(4, C) + dg(C, B).
Similarly, for z € B, we have

d(z,A) < dy(4A,C) + dy(C, B).
Hence

dy(A,B) < dy(A, C) + dy(C,B). O

By Proposition 2.5.13(i) we observe that dj; (A, A) = 0 for all nonempty bounded sets
A in X. We can also observe that dy; satisfies all the conditions of a metric on the set of
nonempty bounded sets in X except that d (4, B) may be zero without A = B.

Proposition 2.5.14. The Hausdorff distance dy; is a metric on the set of all nonempty
closed bounded sets of a metric space X.

Proof. We only have to prove that d; (A, B) = 0 implies A = B. For this, suppose A and B
are nonempty closed bounded sets of a metric space X such that A # B. We can suppose
that A\ B + 0. Leta € A\ B. Since B is closed, X \ B is open. Then there is a positive real
number r such that B(a,r) ¢ X \ B. This implies that d(a, B) > r. Hence

dy(A,B) >d(a,B)=r > 0. O
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We now prove an equivalent formulation of the Hausdorff distance. For a nonempty
set A in a metric space X, let

BA,r)={yeX|dxA) <r} and
DA, r)={yeX|d(xA) <r}.

Proposition 2.5.15. Let A and B be nonempty bounded sets in a metric space X. Then

dy(A,B) = inf{r € [0,00) | A € B(A,r) and B € B(B,r)}
= inf{r € [0,00) | A € D(A,r) and B < D(B,1)}.

Proof. Let

d, = inf{r € [0,00) | A € B(A,r) and B ¢ B(B, )}
and

d, = inf{r € [0,00) | A < D(A,r) and B < D(B,r)}.

Note that for nonempty sets C and D in X, if C ¢ B(D,r), then C ¢ D(D, r). This implies
that d, < d;. Also, note that d(a, B) < dy(A,B) and d(b,A) < dy(A,B) for alla € A and
b € B. This shows that A € B(B,r) and B < B(A,r) for all r > dy (A, B). Therefored; < r
for allr > dy (A, B). Hence d; < dy (A, B).

Now note that A < D(B,r) and B < D(A,r) for all r > d,. Therefore, for alla € A and
b € B,we have d(a,B) < rand d(b,A) < r. Hence dy (A, B) < r for all 7 > d,. This implies
that dy (4, B) < d,. Thus

dy(A,B) < d, < d; < dy(A,B).

This shows that di (A, B) = d; = d,. O

Let (X,d;) and (Y, d,) be bounded metric spaces. We would like to ask “What is the
distance between X and Y?” At the first sight, this question may seem to be absurd, but
if X and Y are subspaces of some larger space Z, then we can think of the Hausdorff
distance between X and Y. Let us consider the following example.

Example 2.5.16. Let (X,d,) and (Y, d;) be bounded metric spaces such that X nY = 6.
LetZ=XuY.Defined:ZxZ — Rbhy

di(x,y) ifxyeX,
dx.y) = 1dy(x,y) ifx,ye?Y,
m otherwise,
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where m = max{diam(X), diam(Y)}. We can easily observe that d is nonnegative and
symmetric and that d is zero only on the diagonal of Z. We now observe that d satisfies
the triangle inequality. We will prove it in two cases, and the remaining cases are left as
exercises. Suppose x,y € X and z € Y. Then

d(x,y) = di(x,y) <m+m=d(x,z) + d(z,y).
Suppose that x,z €e X and y € Y. Then
dx,y) =m<m+d(x,z) =d(z,y) + d(x, z).

The other cases can be similarly proved.

Definition 2.5.17. Let (X, dy) and (Y, dy) be metric spaces. Amap f : X — Y is called an
isometric embedding if for all x,y € X,

dy(x,y) = dy(f0O.f ).

A metric space X is said to be isometrically embedded in a metric space Y if there
is an isometric embedding from X to Y. Note that an isometric embedding f : X —» Y
is always injective, since if f(x) = f(y), then dy(x,y) = dy(f(x),f(y)) = 0. This shows
that x = y. In Example 2.5.16, X and Y are isometrically embedded in Z = X u Y, which
are indeed subspaces of Z. In Example 2.5.16, we assumed that X nY = 0. If X nY #
0, then we may consider the sets X' = X x {0} and Y’ = Y x {1}. Define d} on X’ by
dy((x,0), (y,0)) = dy(x,y). Then d is a metric on X'. Similarly, we define a metric dj, on
Y'. Note that f : X — X' defined by f(x) = (x,0) is an isometric embedding, which is
also surjective. Similarly, there is a surjective isometric embedding from Y to ¥'. Note
thatX'nY’ = 0.

Definition 2.5.18. Let X and Y be bounded metric spaces. Consider the collection
A={Z.f.8)|f:X > Zandg:Y — Z are isometric embeddings}.
Then
dgy = inf{r e R | (Z.f,g) € Asuch that dy(f(X),f(Y)) < r}

is called the Gromov-Hausdorff distance between X and Y.

The collection .4 in the above definition is not a set, but the collection to define dy; is
a set. Now we will prove that to obtain dgy, we should notlook at arbitrary metric spaces
Z satisfying the above condition. Let dy and dy be metrics on X and Y, respectively. Let
B denote the set of all metrics d on X 1 Y such thatd |y= dy and d |y= dy.
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Proposition 2.5.19. Let X and Y be bounded metric spaces. Then
dGH(X’ Y) = lnf{dH(X, Y) | d € B}

Proof. Letdy = inf{dy(X,Y) | d € B}.For everyd € 5, we have (XUY, iy, iy) € A, where
iy is the inclusion map. This shows that

dGH(X’ Y) < dB'

Let € > 0. By the definition of the Gromov-Hausdorff distance there is (Z,f,g) € A such
that

dy(f(X),f(Y)) < dgy(X,Y) +€.

Suppose that f(X) nf(Y) = 0. We may suppose that Z = f(X)ug(Y). If we identify X with
f(X) and Y with g(Y), then we get a metric d € 53 such that

dy(X,Y) <dguX,Y) +e.
Suppose that f(X) n f(Y) # 0. Consider Z x R with the metric d'((zy, 1), (25, T5)) =
d(zq,z,)+|r;—r,|. Note that Z is isometrically embedded in Z xR. Consider X; = f(X)x{0}
and Y; = g(Y) x {e} in Z x R. Note that X; n Y; = @. Also, note that

dy (X, 7)) = dy(f(X),8(Y)) + € < dgy(X, Y) + 2€.

Identifying X with X; and Y with Y;, we get a metric p € B such that

prX,Y) <dgu(X,Y) + 2e.
Since € > 0 is arbitrary,

dg < dgy(X,Y).

ThuS dB = dGH(X’ Y) D

Exercises

2.1. First of all, complete whatever is left for you as exercises.

2.2. Let (X, d) be a metric space. Check which one of following is a metric on X:
() di(xy) =ad(x,y) fora € R,
()  dy(x,y) = 240,
(iii) dy(x,y) = 2790,
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23.

24.

2.5.
2.6.
2.7.

2.8.
2.9.

2.10.
211
2.12.

2.13.
2.14.

2.15.

Letx = (X, s Xy Y = 0o Y0 ) Z = (2. ..,2p), and w = (wy, ..., w,) be points
in the Euclidean space (R", d). Suppose z; = Y, a;x; and w; = Y, ay;, where

ia [0 itk
SO k=1

Show that d(x,y) = d(z, w).
Show that the function d : C x C — R defined by

|z - w|

1+ 1z + wP)

d(z,w) =

is a metric on C. Also, show that the metric d can be extended to the extended
complex plane C U {co} by defining

d(z,00) = 1; and d(oo,00) = 0.

+ |z

Consider the metric d,, on R? and sketch the open bhall B((0,1),1).
Show that d(x,y) = |x — y|* is a metricon Rif 0 < a < 1.
Letay,...,a, be fixed positive real numbers. Show that

n
doey) = Y ajlx; - il

i=1

is a metric on R", where x = (X,...,X,) and y = (yy, ..., Vp)-

Show that {(x,y,z) € R | x* + y2 < z} is a convex set.

Is arbitrary intersection of convex sets a convex set?

Show that for 1 < p < q < 0o, ¢, is contained in ¢,.

Letx = (x,) € £, for some 1 < p < co. Show that ||x| o, = limy, ., 11,
Let1 < p < co. Define || - ||p on Cgla, b] by

1
b »

I, = (Jlf(t)lp) .

Show that | - ||p is a norm on Cg[a, b].

Show that || - |, is @ norm on Cy[a, b], where |f|lo, = sup{lf ()| | t € [a,Db]}.

Letu > 0. Define ||f|| = min{||f| ulfl1} on Cla, b]. Find the condition on u such
that || - | is a norm on CJa, b].

Let M denote the set of all m x n real matrices. For every A = (ai]-) € M, define

IA] = max{M |x € R"\ {0}}.
[lxl



2.16.

2.17.

2.18.

2.19.

2.20.

2.21.

2.22.
2.23.

2.24.
2.25.
2.26.

2.27.
2.28.

2.29.

2.30.
231

2.32.
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Show that ||A|| defines a norm on M. Also, show that if A is an n x n matrix, then
IAll = maxfy‘Ax | x|l = [yl = 1}.

Compute || T||, where

(@) T:¢ — ¢ defined by T((x,)) = (X + Xp11);

(i) T:(CI0,1L 1+ loo) — (C10,1], ]I - lloo) defined by T(f(x)) = [, (x - )f (t)dt.
Which norm || - ||, on C[a, b] is induced from an inner product?

Let f : [0,00) — [0, 00) be such that f is differentiable on (u, co) for some u > 0
and lim,_,  f'(x) = co. Show that f is not a metric-preserving map.

Iff and g are metric-preserving maps and k > 0, then show that f + g, f - g, kf, and
max({f, g} are metric-preserving maps.

If (f,) is a sequence of metric-preserving maps and f;, converges to f pointwise with
f(x) > 0 for all x, then show that f is metric preserving.

Let f be a metric-preserving map. Show that f is discontinuous at 0 if and only if
f o dis the discrete metric for every metric d.

Show that each finite set in a metric space is closed.

Show that the set A is dense in a metric space X if and only if the complement of A
has an empty interior.

Show that the set A = {a + bV2 | a,b € Z} is dense in the real line.

Show that any subgroup of (R, +) is either discrete or dense in the real line.

Let V be a normed space. Let A be a set in V such that V' \ A is a subspace of V.
Show that A is either empty or dense in V.

Let W be a subspace of a normed space V. Show thatIntW =gor W = V.

Let m < n. Show that the set of all n x m real matrices of rank m is open in (M, d),
where M,,, is the set of all n x m real matrices, and

d((ay), (by)) = Z z la;; — byl.
ij

Show that the set of all nilpotent matrices is closed in (M, d), where M,, is the set
of all n x n real matrices, and d is the metric on M, as defined in Exercise 2.28.
Show that ¢, is not separable.

Let A and B be nonempty sets in a metric space. Show that

dy (A, B) = dyy(C1A, B) = dy (A, C1B).

Let A, B, C, and D be nonempty closed and bounded sets in a metric space such that
C c Aand D ¢ B. Show that

dy(AuD,BuUC) < dy(A,B).
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2.33. Let X and Y be separable metric spaces. Show that

Ay (X, Y) = inf{dy,(f(X),g(V)) | f: X — £,,,8: ¥ — £,

are isometric embeddings}.

Here the infimum is taken over all the isometric embeddings.



3 Maps between metric spaces

In this chapter, we study continuous maps between metric spaces. We also study home-
omorphisms and isometries between metric spaces.

3.1 Continuous maps

Let us recall the e-§ definition of a continuous map f : R » R.Amap f : R — Ris said
to be continuous at a € R if for each € > 0, there is 6 > 0 such that

IX-al<8=|f(x)-f(a)| <e.

This definition says that the distance between f(x) and f(a) is closed enough whenever
the distance between x and a is closed enough. We adopt this notion in a metric space
as follows.

Definition 3.1.1. Let (X, dy) and (Y, dy) be metric spaces. Thenamap f : X — Y is said
to be continuous at a € X if for each € > 0, there is § > 0 such that

dy(x,a) < § = dy(f(x).f(a)) < €.

This definition may be reformulated as follows.
Amapf : X — Y issaid to be continuous at a € X if for each open ball B(f(a), €)
around f(a), there is an open ball B(a, §) around a such that

f(B(a,8)) < B(f(a),e).

We can easily observe thatamap f : X — Y is continuous at a € X if and only if for each
open set V in Y containing f(a), there is an open set U containing a such that f(U) c V.

Amapf : X — Y is called continuous if it is continuous at each point of X. A map
that is not continuous is called a discontinuous map.

Example 3.1.2. A constant map between metric spaces is continuous.
Example 3.1.3. The identity map on a metric space X is continuous.

Theorem 3.1.4. Amapf : X — Y is continuous if and only if the inverse image of an open
setinY is openin X.

Proof. Letf : X — Y be continuous, and let U be an open setin Y. If U = ¢, then
f7X(U) = 0, and the result follows. Suppose that U # 0. We will show that each point of
f “L(U) is an interior point.

Letxef “L(U). Then f(x) € U.Since U is open, there is € > 0 such that

B(f(x),e) c U.

https://doi.org/10.1515/9783111636085-003
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Since f is continuous, there is § > 0 such that

f(B(x,8)) < B(f(x),¢€).

This implies that

B(x,8) < f H(f(B(x,8))) < fH(B(f(x),€)) < fH(U).

This shows that x is an interior point of f “L(U). Since x € f 1) is arbitrary, f L) is
open.

Conversely, suppose that £ '(U) is open in X for each open set U in Y. To prove that
f is continuous, we will prove that f is continuous at every point of X. Let x € X. Choose
an open bhall B(f(x), €) around f(x) in Y. Since an open ball is an open set, f ‘1(B(f (x),€))
is an open set in X containing x. Then there is a real number § > 0 such that

B(x,8) < f ' (B(f(x),€)).

This implies that

f(B(x,6)) < B(f(x),¢€).

Hence f is continuous at x. Since x € X is arbitrary, f is continuous. O

Corollary 3.1.5. Amapf : X — Y is continuous if and only if the inverse image of an open
ballin Y is an open set in X.

Example 3.1.6. Consider the map f : R — R defined by

1 ifx>0,

fo = {o if x < 0.

Let U = (0, 3). Sincef’l(U) = [0, 0co0) is not open in R, f is not continuous.

Note that for each subset A of Y,

X\ r\A=x\(x\f'@)=r"a.

Therefore by Theorem 3.1.4 we get the following:

Proposition3.1.7. Amap f : X — Y is continuous if and only if the inverse image of a
closed setinY is closed in X.

Proposition 3.1.8. Amap f : X — Y is continuous if and only if for each set A in X,

f(CLA) c CIf(A).
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Proof. Let f be a continuous map. Since f(4) < C1f(A),
Acf(f@) <f ().

Since f is continuous, f ’1(C1 f(A)) is a closed set in X. Therefore

ClA < f(Clf(A)).
Hence

f(CLA) < F(F(CIf(A))) < CIf(A).

Conversely, suppose that for each set A in X,

f(CLA) < CIf (A).

Let F be a closed set in Y. We will show that f ‘1(1-") is a closed set in X.
By the assumption,

FfE) < Af(FHE)),
Since f(f'(F)) < F,
f(Clf(F)) < CIF.
Since F is closed,

F(CfNF)) < F.

Therefore
CLFF) < f (L)) <f ().
This shows that
Clf ') = ().
Hence f -1 (F) is a closed set in X. O

Proposition 3.1.9. Amap f : X — Y is continuous if and only if for each set Bin Y,
f'(IntB) < Intf'(B).

Proof. Suppose f is continuous. Since Int B is an open set in Y, f " (Int B) is open in X.
Since IntB ¢ B, f ’1(Int Bcf ’1(B). This implies that
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f7'(IntB) < Intf(B).
Conversely, suppose that for all sets Bin Y,
fYntB) c Intf(B).
Let U be an open setin Y. Then Int U = U. By the assumption we have
) = f (It U) < Intf ' (U) < £ ).

Therefore Int f *(U) = f~}(U). This shows that f "(U) is open in X. Hence f is continuous.
O

Corollary 3.1.10. Amap f : X — Y is continuous if and only if for each set Bin Y,
cf () < fHCB).
Proof. Let C =Y \ B. By Proposition 3.1.9 we have
f is continuous & f’l(Int C)c Intffl(C)
o f(Int(Y \ B)) cIntf (Y \ B)
o f v\ ClB) cInt(X \ f(B))
o X \f(C1B) cInt(X \ f(B))

s X\f\CB)cx\clf B
o Cf ' (B) < fH(CB). O

Corollary 3.1.11. Amap f : X — Y is continuous if and only if for each set Bin Y,
Bdf'(B) c f'(BdB).
Proof. Suppose that f is continuous. Then by Corollary 3.1.10

Bdf'(B) = CIf '(B) N CU(X \ f'(B))
=Cf '@ ncfy\B)
cfYaB)nf(cuy \ B)
=f(C1BNCL(Y \ B))
=" (BdB).

Conversely, suppose that for each set Bin Y,

Bdf(B) < f'(BdB).
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Let U be an open setin Y. Then Y \ U is closed in Y. By Proposition 2.4.55 we have
BAd(Y\U)cY\U.

Therefore

FHBAY\ ) < fHYN\ D)
By the assumption,

Bdf (Y \ U) < f 7 (BA(Y \ V).
Therefore
BAdf MY \U) cf iy \U).

Therefore f (Y \U) is closed by Proposition 2.4.55. Hence f ~}(U) is open in X. This shows
that f is continuous. O

By Proposition 3.1.9 amap f : X — Y is continuous if and only if for all a € X and
for allsetsBinY,

f(a)eIntB=ac Intf"l(B).
Example 3.1.12. Consider the map f : R — R defined by

R
f(x)={ 1 ey

pra
3 ifx=y.
Let B = (2,4). Note that
f1)=3€B.
Letxef ~1(B) be such that x # 1. Then
fxX)=x+1€B.

This implies that x € (1, 3). This shows that

B c{u1,3) =[1,3).

Since 1 ¢ Intf~'(B), f is not continuous.
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We have seen that the constant map f : X — Y defined by f(x) = cfor all x € X is
continuous, where ¢ € Y is fixed element. Moreover, for any open set U in Y, we have

0 ifce¢U,

_1U:
o {X ifceU.

Example 3.1.13. Every map f from the discrete metric space X to any metric space Y is
continuous.

Example 3.1.14. Let A be a subspace of a metric space X. Then the inclusion mapi: A —
X is continuous, since if U is open in X, then i‘l(U )=UnAisopeninA.

Example 3.1.15. The identity map I : X — X need not be continuous if the domain and
codomain are with different metrics. For example, consider the set R of real numbers
with the discrete metric d; and the usual metric d,. Then the identity map [ : (X, d,) —
(X, d,) is not continuous. Note that {0} is open in (X, d;) but {0} = I"({o}) is not open in
(X, dy).

This example shows that the inverse map of a bijective map between metric spaces
need not be continuous.

Proposition 3.1.16. Let d; and d, be two metrics on a set X. Then the identity map I :
(X,d;) — (X, d,) is continuous if and only if for each open ball By, (x,€) in (X, d,), thereis
an open ball B, (x,6) in (X, d;) such that By (x,8) ¢ By, (x,€e).

Proof. Suppose that the identity map I : (X,d;) — (X, d,) is continuous. Consider an
open hall B, (x,€) in (X, d,). Then

By, (x,€) = I"}(By, (x, €))
isopenin (X, d;). Then there is a real number § > 0 such that
Bdl(X’ (S) C BdZ(X, e).

For the converse, let U be an open set in (X, d,). If U = ¢, then I‘l(U) isopenin (X, d;).
Suppose that U + 0. Let x € U. Then there is a real number € > 0 such that

B(x,e) c U.
By the assumption there is an open ball B, (x, 8) in (X, d;) such that
By (x,8) € By (x,€) U =I"\(U).

This shows that I is continuous. O
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Proposition 3.1.17. Let X, Y, and Z be metric spaces. Letf : X — Yandg : Y — Z be
continuous at a € X and f(a) € Y, respectively. Then g o f : X — Z is continuous at a € X.

Proof. Consider an open ball B((g - f)(a), €) around g - f(a) in Z. Since g is continuous
at f(a), there is an open ball B(f(a), §') around f(a) such that

g(B(f(a),8")) < B((g - f)(a),e). (3D
Since f is continuous at a, there is an open ball B(x, §) around a such that
f(B(a,8)) < B(f(a),8"). (3.2)
By equations (3.1) and (3.2) we have
(& °)(B(a,8)) < B(g - f(a),e€).
Hence g - f is continuous at a € X. O

Corollary 3.1.18. The composition of continuous maps is continuous.

Example3.1.19. If f : X — Y is a continuous map and A is a subspace of X, then the
restriction map f |,: A — Y is continuous, since f 4= f o i, wherei : A — X is the
inclusion map.

Example 3.1.20. The restriction of a discontinuous map may be continuous. For exam-
ple, consider the map f : R — R defined by

0 ifxeq,

Joa = {1 ifxe R\ Q.

Note that {0} is closed in R and f ’1({0}) = Q. Since Q is not closed in R, f is not continu-
ous. We can observe that f |: Q — R is continuous, since f |, is constant map.

Proposition 3.1.21 (Pasting lemma). Let X and Y be metric spaces, and let A and B be
closed sets of X suchthat AUB = X. Letf : A —» Yand g : B — Y be continuous
maps such that f(x) = g(x) for allx e An B. Thenthemap h : X — Y defined by

RO = {f(x), X €A,
g(x), x¢€B,

is continuous.

Proof. Let F be a closed set in Y. Then f~1(F) and g~1(F) are closed in A and B, respec-
tively. Since A and B are closed sets in X, f -1 (F) and g‘1 (F) are closed in X. Note that

W) =fF)ug ().

This shows that h’l(F) is closed in X. Hence h is continuous. O
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Example 3.1.22. Define h: R — Rhy

-x ifx<0,
h(x) = |x| =

x ifx>0.

Let A = (-00,0] and B = [0, co). Note that the mapsf : A —» Rand g : B — R defined by
f(x) = —x and g(x) = x are continuous. By the pasting lemma, h is continuous.

We will now focus on the real-valued continuous maps.

Proposition 3.1.23. Let X be a metric space. Thenamap f : X — R is continuous if and
only if f"(a, c0) and f (oo, b) are open sets of X for all a,b € R.

Proof. Note that
(a,b) = (-00,b) N (a, o).

By Corollary 3.1.5, f is continuous. O

Example 3.1.24. Let k € R. Thenthe map f : R — R defined by f(x) = kx is continuous,
since if k = 0, then f is constant. If k # 0, then

FUa,00) = {xeR|f(X) > a}
B {(%,oo) ifk >0,

(o0, %) ifk <0,
and

f(~00,b) = {x € R| f(x) < b}
B {(—oo, %) ifk >0,
) (2,00) ifk<o0.

Proposition 3.1.25. Let (X, d) be a metric space. Let f and g be continuous maps from X
to R. Then
@ f+g:X > Rdefinedby (f + g)(x) = f(x) + g(x) is continuous,
(i) fg:X — Rdefined by (fg)(x) = f(x)g(x) is continuous,
(iii) ifg(x) # 0 forall x € X, then g : X — R defined by ({‘—,)(x) = % is continuous.
Proof. We will prove (i). The rest is left as an exercise.

Lete > 0 and a € X. Since f is continuous, there is §; > 0 such that

dx,a) < 8§ = |[f(x) - f(@)| < g

Since g is continuous, there is §, > 0 such that
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d(x,a) < 8, = |g(x) - g(a)| < g

For § = min{é,, 6}, we have

|(F +&)00 = (f + ) @] = |([f ) - f@]) + (Jg0) - g@))]
_€,€
2 2
=€
whenever d(x, a) < . This shows that f + g is continuous. O

Example 3.1.26. By Proposition 3.1.25 we can observe that the map f : R — R defined
by

(X) = ag + ax + -+ + apxX"
0 1 n

is continuous, where n € N and g; € R.

Let us consider the map f : R — R defined by f(x) = x*. Note that f is continuous.
Take € = 1. Since f is continuous at a = 0, there is § > 0 such that

x| <8 = |x2| <1 (3.3

Notes that equation (3.3) is satisfied if we take § = 1. Now let us deal with the continuity
offata:Z.Letx:2+%.Thenlx—2| = % <1, but

IF00) - f@)| = |¥* = 2%| > 1.

This shows that the value of 6 that works for a = 0 does not work for a = 2. We are
interested in the case of a continuous map when the value of § uniformly works for all
points of a metric space for a given e.

Definition 3.1.27. Let (X, dy) and (Y, dy) be metric spaces. Amap f : X — Y is called a
uniformly continuous map if for each € > 0, there exists § > 0 such that for all x,y € X,
we have

dX(X>y) < 6 = dY(f(X)>f(Y))

From the definition note that the continuity is a local concept, which is defined at
a particular point, whereas the uniform continuity is not a local concept. We can easily
observe that a uniformly continuous map is continuous. The map f : R — R defined
by f(x) = x* is continuous but not uniformly continuous. Also, the constant and identity
maps are uniformly continuous.
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Proposition 3.1.28. Let (X, dy) and (Y, dy) be metric spaces. Letf : X — Y be amap such
that for all x,y € X,

dy (f(X).f()) < kdx(x,y)

for some positive real number k. Then f is uniformly continuous.

Proof. Lete > 0.Then
dy(X,y) < % = dy(F0O).f®)) < €.

This shows that f is uniformly continuous. O
Example 3.1.29. Consider the map f : R — R defined by

XZ

X) = .
09 x*+1

We can observe that |x| < x*+1forall x e R by considering the cases |x| < 1and |x]| = 1.
Now

X2 32
X2+l Y241
_ I =ylix+yl
0+ D)2 +1)
< X =yllxt+ yD
T2+ +)

XY+ ) + (P + 1)

Ifoo) -f)] =

02+ D2 +1)
b g )

xX+1 y*+1
<2|x -yl

Therefore by Proposition 3.1.28 f is uniformly continuous.

Example 3.1.30. Let (X, d) be a metric space, and let A be a fixed nonempty set in X.
Consider the map f : X — R defined by f(x) = d(x, A). By Proposition 2.5.3, for x,y € X,
we have

d(x,A) - d(y,A) < d(x,y).
Interchanging the role of x and y, we get

dy,A) - d(x,A) <d(x,y).
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This shows that

[f00 =f)] = [d(x,4) - d(y, A)| < d(x,).

By Proposition 3.1.28 f is uniformly continuous.

Proposition 3.1.31 (Urysohn’s lemma). Let F; and F, be disjoint closed subsets of a metric
space X. Then there is a continuous map f : X — [-1,1] such that

) =F and f({1)=F,
Proof. Definethemapf :X — [-1,1] by

_d(x,F)) - d(x, Fy)

JO = G Fy T A By

First, observe that d(x, F;) +d(x, F,) # 0 for all x € X. On the contrary, suppose that there
is x € X such that

d(x,F,) + d(x,F,) = 0.

Then d(x, F;) = 0 and d(x, F,) = 0. This implies that x ¢ CIF; nClF, = FFnF, = ¢, a
contradiction. By Example 3.1.30 and Proposition 3.1.25 f is continuous.
Note that

fX)=-1edx,F))=0oxecClF =F
and

fx)=1ed(x,F,) =0 xeClF,=F,. O

Recall that for normed spaces V and W over a field IF, B(V, W) denotes the set of all
linear transformations T : V — W such that there exists k > 0 such that [|T(x)| < k|x|
forallx e V.

Proposition 3.1.32. Let V and W be normed spaces, and let T : V — W be a linear trans-
formation. Then the following statements are equivalent:

() T is uniformly continuous;

(i) T is continuous;

(iii) T is continuous at 0;

(iv) T e B(V,W).

Proof. The implications (i) = (ii) and (ii) = (iii) are obvious. We will now prove (iii) =
@iv).
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Assume (iii). For € = 1, there exists § > 0 such that for all x € V,
IXl <& = |T| = |Tx) - TO)] <1

Suppose that x # 0. Lety = ~-. Note that

lIxI*
Sy| 6
HERR
This implies that

2wl - “T(%y) <1

This shows that

IT00] < %nxn.

For x = 0, the condition |T(x)| < §||x|| trivially holds. Therefore T € B(V, W).
Assume (iv). Then there is a positive real number k such that | T(x)|| < k| x|| for all
x € V.Now for all x,y € V, we have

ITCc= )] = [ T00 = TR)| < Klix -yl
By Proposition 3.1.28 T is uniformly continuous. O

Let V and W be two normed spaces, and let T : V — W be a linear transformation.
Then the set

KerT ={x e V| T(X) = 0}

is called the kernel of T. We can check that Ker T is a subspace of V. Note that Ker T =
T‘l({O}). This shows that if the linear transformation T is continuous, then Ker T is a
closed subspace of V. Let us observe the converse of this statement in the following
case.

Proposition 3.1.33. Let V be a normed space, and let f : V — F be a linear functional. If
Kerf is closed, then f is continuous.

Proof. If f(x) = 0 for all x € V, then f is continuous. Suppose that f is a nonzero map.
Lete > 0. Let

U ={xeVI|f()]<e}
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Let w € V be such that f(w) # 0. Letu = ]% Then f(u) = 1. This implies that u ¢ Kerf.
Therefore eu ¢ Kerf, thatis, eu € V \ Kerf. Since Ker f is closed, there is an open ball
B(eu,r) contained in V \ Ker f.

Let x € B(0,r). We claim that x € U,. On the contrary, suppose that x ¢ U,. Then

[f(X)] =€ Lety = }Z(—i") Then

€

If ool

This implies that y € B(0,r). Therefore y + eu € B(eu, r). Note that

Ixll < lxll < .

Iyl =

fly+ew) =f(y)+ef(w)=0.

This is a contradiction as y + eu € V \ Ker f. Hence x € U,. Since x € B(0,r), B(0,r) < U,.
Equivalently, we have

Ix =0l <= |f(x) - f(0)| = |[f(x)| <e.

Therefore f is continuous at 0. Since f is linear, f is continuous. O

Theorem 3.1.34. Let V be a normed space. Then every linear functional f : V. — F is
continuous if and only if every subspace of V is closed.

Proof. Suppose every subspace of V is closed. Let f : V — F be alinear functional. Then
Kerf is closed. By Proposition 3.1.33 f is continuous.

Conversely, suppose that every linear functional f : V — T is continuous. Let W be
a subspace of V. If W = V, then it is closed. Suppose that W is a proper subspace of V.
Consider a basis {v, | a € A} of W. Extend this to a basis

{valaeA}u{vﬁlaeB}

of V, where AN B = 0. For each i € A U B, define the linear functional f; : V — F by
fi(vj) = 6;, where §;; is the Kronecker delta function. By assumption each f; is continuous
for eachi € AU B. We claim that

W = [ Kerf..
ieB
Clearly, W c Kerf; for alli € B. Then
wc ﬂ Ker f;.
ieB

Conversely, suppose that x € [;c;3 Ker f;. EXpress x = ;. 15 X;V;, Where the expression
is a finite sum. Since fj(x) = 0 for each i € B, we get x = ) ;. 4 X;v;. This implies that
x € W.Therefore
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[\ Kerf,cW.
ieB
Hence
W = Kerf.
ieB
Since each Ker f; is closed, W is closed. O

Definition 3.1.35. Let (X, dy) and (Y, dy) be metric spaces. Let A be a nonempty set in
X, and let a € X be a limit point of A. Then [ € Y is called a limitofamapf : A — Y asx
tends to a if for each € > 0, there exists § > 0 such that for all x € A4,

0 < dy(x,a) < § = dy(f(x),]) <e.

This definition may be reformulated as follows.
Apoint [ € Y is called a limit of amap f : A — Y as x tends to a limit point a of A if
for each € > 0, there exists § > 0 such that

f(B(a,8)\ {a}) < B(l,e).
Ifl e Yisalimitofamapf:A — Y as x tends to a, then we represent this as
lim f(x) = 1
or
f(x) -1 asx—a.

Note 3.1.36. Note that a limit of amap f : A — Y is defined at a limit point of A, which
may be outside A.

Example 3.1.37. LetA = {(x,y) | x? +y2 <1} c R?, and letf:A — R® be defined as

fx,y) = (x2,2y,x +y).

Then we can observe that

lim x,y) =(1,0,1).
(X)y)ﬁ(m)f( y) =(1,0,1)

Example 3.1.38. Letf : (0,1) — Rbe defined by f(x) = )1( Then we can observe that the
limit of f does not exist as x tends to 0.

Proposition 3.1.39. Let X and Y be metric spaces, and let A ¢ X. If a limit of a map
f: A — Y exists, then it is unique.
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Proof. Letabe alimit point of A. On the contrary, suppose that ; and [, are two different
limits of f as x tends to a. This implies that € = d(l;, l;) > 0. Then there are real numbers
6; > 0 and 6, > 0 such that

0<dx,a) <8 =dfx).L) < g
and

0<d(x,a) <8, =dfx).l) < g

Let § = min{6;, §,}. Then for x € A such that 0 < d(x, a) < &, we have

€= d(ll, 12)
<d(f(x), L) +d(f(x), L)

<E£LE
22

=€,

a contradiction. O

Note that we have defined the notion of a limit at a limit point. Amapf :4 - Y
may be continuous at a point a € A without having a limit at that point if a is not a limit
point of A. Let us see what happens if we had defined the notion of a limit at any point
of A.

Let d; and d, denote the discrete and usual metrics on R, respectively. Define f :
(R,dy) — (R,d,) by f(x) = x% Since the domain of f is equipped with the discrete
metric, f is continuous map. Note that D(R) = @ in (R, d;). Let us try to find the limit
of the map f, say at 0. Note that the open ball B(0, %) = {0} in (R, d,). Let | be any real
number, and let € > 0. Then

0 :f<B<0, %) \ {0}> cBle) =(-el+e).

This shows that all the real numbers are the limits of the map f. This is a contradiction
on the uniqueness of the limit if it exists. If a € A is a limit point and f is continuous at
a, then

m f0 = f(@.

3.2 Homeomorphisms

In the previous section, we saw that a map f : X — Y is continuous if and only if the
inverse image of each open (closed) set in Y is open (closed) in X. We are now interested
in a map that sends an open (closed) set to an open (closed) set.
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Definition 3.2.1. Let X and Y be metric spaces. Then f : X — Y is called an open map if
f(U)is openin Y for every open set U in X.

Definition 3.2.2. Let X and Y be metric spaces. Then f : X — Y is called a closed map if
f(F)isclosed in Y for every closed set F in X.

Example 3.2.3. Consider the inclusionmapi: [0,1] — R. Note that [0, %) isopenin [0,1]
but is not open in R. This shows that i is not an open map. Note that the inclusion map
i:[0,1] - Ris a closed map.

Example 3.2.4. The inclusion mapi: (0,1) — R is not a closed map but is an open map.

Example 3.2.5. The identity map [ : (X,d;) — (X, d), where d is the discrete metric, is
an open and closed map.

Observe that the composition of open (closed) maps is an open (a closed) map.

Proposition 3.2.6. Let X and Y be metric spaces. Iff : X — Y is a map such that f(B) is
an open set in'Y for each open ball B in X, then f is an open map.

Proof. Let U be an open set in X. Then U is a union of open bhalls around each point of
U that are contained in U. The proof follows from the fact that

7(Uad) = Uran,

ael ael

where {A, | a € I} is a family of sets in X. O

Proposition 3.2.7. Let X and Y be metric spaces. Thenf : X — Y is an open map if and
only if for each set A in X,

f(IntA) € Intf(A).

Proof. Letf : X — Y be an open map, and let A € X. Then f(IntA) is an open setin Y.
Since IntA € A, f(Int A) € f(A). This implies that

f(IntA) < Intf(A).
Conversely, suppose that for each set A in X,
f(IntA) ¢ Intf(A).
Let U be an open set in X. Then
fU) =f(ntU) < Intf(U) < f(U).

This shows that f(U) is open in Y. Hence f is an open map. O
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Using a similar argument, we can prove the following statement. The proof is left
as an exercise.

Proposition 3.2.8. Let X and Y be metric spaces. Then f : X — Y is a closed map if and
only if for each set A in X,

ClA < f(CLA).

Proposition 3.2.9. Let f be a closed map from a metric space X to a metric space Y. Let
A < Y, and let U be an open set of X such that f "\(A) c U. Then there is an open set V of
Y such that

AcV and flV)cU.
Proof. LetV =Y\ f(X\U).Since f is a closed map, f(X \ U) is closed in Y. Therefore V

isopeninY.
Lety € A. Then

Fhef @ cu.
Therefore y € f(U). This shows that
ye¢fX\0).
In other words,
YeY\f(X\U)=V.
Therefore A ¢ V. We can easily observe that

i) cu. 0

Definition 3.2.10. LetX and Y be metric spaces. Then a bijectivemap f : X — Yiscalled
a homeomorphism if both f and f~! : Y — X are continuous.

The metric spaces X and Y are called homeomorphic if there is a homeomorphism
from X to Y. Note the following:
— The identity map between the same metric spaces is a homeomorphism.
- Iff:X — Y is a homeomorphism, then f * : ¥ — X is a homeomorphism.
—  The composition of homeomorphisms is a homeomorphism.

Therefore the relation of being homeomorphic is an equivalence relation in a set of
metric spaces.
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Proposition 3.2.11. The metric spaces X and Y are homeomorphic if and only if there
exist continuous maps

f:X->Y and g:Y->X

such that

gof:IX and fog'zly_
Proof. Left as an exercise. O

Proposition 3.2.12. Let X and Y be metric spaces, and let f : X — Y be a bijective map.
Then f is a homeomorphism if and only if f is a continuous and open map.

Proof. Suppose that f is a homeomorphism. Let U be an open set in X. Since f ™ : ¥ — X
is continuous, f(U) = (f1)"}(U) is open in Y. Therefore f is open.

Conversely, suppose that f is continuous and open. Let U be an open set in X. Since
(fHXU) = f(U) and f is open, f 1 : Y — X is continuous. Therefore f is homeomor-
phism. O

Since for a bijective map f : X — Y, the notion of an open map is the same as that
of a closed map, we have the following:

Proposition 3.2.13. Let X and Y be metric spaces, and let f : X — Y be a bijective map.
Then f is a homeomorphism if and only if f is a continuous and closed map.

Example 3.2.14. Leta,b,c,d € Rbe such that a < b and ¢ < d. Suppose the open inter-
vals (a, b) and (c, d) are with the subspace metric induced from the usual metric on R.
Define the map f : (a, b) — (c, d) by the formula

f)-¢c d-c

X—-a b-a

We can represent this function as

FOO)=c+ %(X _a).

By Proposition 3.1.25, f is continuous. Observe that f is bijective and the inverse map

ft:(c,d) - (a,b) is given by

Fo=ar2=2y-0.

By Proposition 3.1.25, f ! is continuous. This shows that (a, b) is homeomorphic to (c, d).

Example 3.2.15. Consider the map f defined in Example 3.2.14. Note that f(a) = ¢ and
f(b) = d. This shows that the closed intervals [a, b] and [c, d] are homeomorphic.
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Example 3.2.16. Definethemapf: R — (-1,1) by

X
T = 1
Consider the map g : (-1,1) — R given by
_ Y
80 = 125

Note that gof = I and fog = I _; ;). The denominator of the value of f is the composition
of two continuous maps x — |x| and x — 1-x. By Proposition 3.1.25(iii), f is continuous.
Similarly, g is continuous. This shows that (-1,1) is homeomorphic to the real line R.

Example 3.2.17. Themap f : (0,1) — (1, co) defined by f(x) = )1( is a homeomorphism.

Example 3.2.18. Let a be a positive real number. Then the map f : (1,00) — (a, o)
defined by f(x) = ax is a homeomorphism.

Example 3.2.19. Leta € R. Then the map f : (a, c0) — (-o0, —a) defined by f(x) = -x is
a homeomorphism.

Example 3.2.20. Consider the usual norm on R". Let r be a positive real number. Define
the map f : B(0,r) — R" by

X
r— x|’

foo) =

Note that f is continuous and the inverse map f~! : R* — B(0,r) given by

1,0, _ 1Y
/ (y)_1+||)/||

is also continuous. This shows that the open ball B(0, r) is homeomorphic to R".

Example 3.2.21. Consider A = {(x,y) € R? | max{|x|,|y|} = 1} and st = {x,y) € R? |
x* +y* = 1} as subspaces of R%. Define themap f : A — S by

x.y)

fxy) =

Note that the map g : $! — A defined by

(x.y)

800Y) = ax(inl, )

is the inverse of f and f and g are continuous maps. Therefore A is homeomorphic to .
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Theorem 3.2.22 (Tietze’s extension theorem). Let A be a closed set in a metric space, and
letf : A — R be a bounded continuous map. Then f can be extended to a bounded contin-
uousmapf : X — R.

Proof. If f is constant, then we can define f : X — R to be the same constant map.
Suppose that f isnot a constant map. Since f is bounded, the codomain of f is some closed
interval [u, v]. Since closed intervals are homeomorphic to each other, we can compose
a suitable homeomorphism to get the codomain [1, 2]. Therefore we can assume that f
is a map from A to [1,2]. Define the map f : X — R by

oo - {f(x) if x € A,

inf{f () d(xy)lyed}
) ifx e X\ A.

Note that1 < f(x) < 2for all x € X and f |,= f. We claim that f is continuous on X. Let
€ >0anda € X. Then either a € A or a € X \ A. First, suppose that a € A. Further, there
may be two possibilities, either a € Int A or a € Bd A. Suppose that a € Int A. Then there
exists §; > 0 such that B(a, §;) < IntA. Note that f(a) = f(a). Since f is continuous at a,
there is an open ball B(a, §,) such that

f(B(a,8y) < (f(@) - &.f(@) +e€).
Let § = min{é§;, §,}. Then
f(B(a,8)) < (f(a) - &.f(a) +€).
This implies that
f(B(@,6)) < (f(@) - &.f(a) + ).

Therefore f is continuous at a.
Now suppose thata € Bd A < A. Since f continuous at a, there is an open ball B(a, §)
in X such that

f(B(a,8)nA) c (f(a) —e.f(a) +¢). (3.4)
This implies that
f”(B(a,%) ﬂA) < (fa) - e,f(a) +e). (3.5)

Since a is a boundary point of A4, B(a, g) N(X\A) +#0.Lety € B(a, g) N (X \A). Now we
claim that

inf{f(x)d(x,y) | x € A} = inf{f (x)d(x,y) | x € B(a,§) N A}. (3.6)
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If x ¢ B(a,6) N A, then

dx.y) 2 d(x,a) - d(a,y)
>6— é
4
_3
=T
Since f(x) > 1forall x € A,
. 36
inf{f()d(x,y) | x € B(a,8) N A} > T
Also, note that a € B(a,§) N A. Then

fl@)d(a.y) < 2d(a.y)

< Zé

4

35

< —.
4

By equations (3.7) and (3.8), (3.6) holds. Similarly,

inf{d(x,y) | x € B(x,8) n A} = inf{d(x,y) | x € A}
=d(y,A).

By quation (3.4), for x € B(a, §) N A, we have
fl@)-e<f(x) <f(a)+e.
This implies that

(f(a) — €)d(y,A) < inf{f (x)d(x,y) | x € B(x,8) n A}
< (f(a) + €)d(y, A).

By equation (3.6) we have

(f(a) - e)d(y,A) < inf{f(x)d(x,y) | x € A}
< (f(a) + €)d(y, A).

This implies that

inf{f (x)d(x,y) | x € A}

dy.A) < (f(a) +e€).

(f(a)—¢€) <

Since f(a) = f(a),

(3.7

(3.8)

(3.9
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f(B(@,8)n (X \A4)) < (fa)-ef(a)+e). (3.10)

By equations (3.5) and (3.10) we observe that f is continuous at a € Bd A.
Finally, suppose that a € X \ A. Define themapg: X\ A —» Rby

gW) = inf{f()d(x,y) | x € A}.

We claim that g is continuous at a. Take y € X \ A such that d(y,a) < g. Then for x € A4,
we have

d(a, %) < d(@y) + d(y, x) < 2 +dy, ).
Then
FO0d(@X) < f005 +FXAW.X) < £ +FO0AW.X).
This implies that

inf{f (x)d(a,x) | x € A} < = +inf{f(x)d(x,y) | x € A}.

DN ™

In other words,
gla) < g +80)-
Similarly,
g0) < 5 +8(@.
This implies that
g0 - (@] < 7 <e.

Therefore g is continuous at a. Note that f(x) = df)((’z) on X \ A. Since x — d(x,A) is

continuous and d(x,A) > 0, f is continuous at a € X \ A. O

Remark 3.2.23. The above proofis due to Diedonne [2].
We canrelax the condition of boundedness of the map in Tietze’s extension theorem.

Proposition 3.2.24. Let A be a closed set in a metric space, and let f : A — R be a contin-
uous map. Then f can be extended to a continuous map f : X — R.

Proof. Leta,b € R, and let ¢ : R — (a,b) be a homeomorphism. Let y = ¢ o f. Then
Y:A — (ab) ¢ [aDb]is acontinuous map. By Tietze’s extension theorem we have a
continuous extensionfb :X — [a,b]of . LetB = 1}’1{a, b}. Then Bis closed, and BNA = §.
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By Urysohn’s lemma there is a continuous map g : X — [0,1] such that g(4) = 1and
g(B) = 0. Let u(x) = fp(x)g(x). We can check that x — p(x) defines a continuous map
from X to (a, b). Define the map f : X — R by f(x) = ¢~ (u(x)). Then f is continuous,
and for x € A, we have

=fx). 0

Definition 3.2.25. A metric space X is said be homeomorphically embedded in a metric
space Y if there isa map f : X — Y such that X is homeomorphic to the image f(X) as a
subspace of Y. Such a map f is called a homeomorphic embedding or simply embedding
of XinY.

Example 3.2.26. Let ¢ : (0,1) — R be a homeomorphism. Then the map f : (0,1) — R?
defined by

fx) = (¢(x),0)

is a homeomorphic embedding.

Definition 3.2.27. A point a in a metric space X is called an isolated point if there is a
positive real number r such that

B(a,r) = {r}.

Example 3.2.28. In the discrete metric space, each point is an isolated point.

Example 3.2.29. Consider A = (0,1) U {2} as a metric space of the real line. Then {2} is
the only isolated point of A.

The real line is a metric space without isolated points. Also, the sets of rational and
irrational numbers are dense sets in the real line.

Proposition 3.2.30 (Sung Soo Kim). Let X be a metric space without isolated points. Then
X has a dense set whose complement is also dense.

Proof. For given € > 0, consider a set S, in X satisfying the following two properties:
(A) For any two distinct points x and y of S, d(x,y) > €,
(B) S, is maximal with respect to (A).

Since X has no isolated points, S, is nonempty. By Zorn’s lemma we can observe that
such a set exists for each € > 0.
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We will inductively construct the disjoint sets S: for each n € N satisfying (A) and
(B). Consider a set S; with the above properties. Suppose we have found the disjoint sets
S$1,81,...,81
2 n
satisfying (A) and (B). Note that

SUS;U---US
2

EIeS

is nonempty and has no isolated point. Then there isa set S 1 satisfying the above prop-
n+l
erties that is disjoint from

S,US1U---US:.
2

Bl

LetA =(J;2;S: andB = J;2; S 1 . Observe that A and B are dense in X, An B = 0, and
2n 2n-1
AUB=X. O

The set Q of rational numbers as a subspace of the real line is a countable metric
space without isolated points. We will show that such a metric space is unique up to
homeomorphism. The following theorem was originally proved by Sierpinski, but we
presentg the proof of Sierpinski’s theorem given by F. K. Dashiell Jr. [1]. We recommend
the reader to draw the figure while reading the proof of the following theorem. Let us
first define the set W;; of all the words consisting of the symbols B and G such that the
first letter is G. In other words,

W, = {G, GB, GG, GBB, GGB, .....}.

For t € Wy, the length |t| of the word t is defined as the number of letters appeared
in t. For example, |GBBGB| = 5. Note that there are 2! words of length n. We say that
aword ¢t € W is blue (respectively, green) if the last letter of ¢ is B (respectively, G).
For example, t = GBBBGB is blue. By tG (respectively, tB) we mean that the word ¢ is
extended by adding the letter G (respectively, B) in the last. For example, if ¢ = GBGBBG,
then tB = GBGBBGB.

Theorem 3.2.31 (Sierpinski’s theorem). Let (X, dy) and (Y, dy) be countable metric spaces
without isolated points. Then X and Y are homeomorphic.

Proof. Let
X = {Xl’XZ""}
and

Y = {yl’yZ""}'
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Let
D = {dy (Xp, Xpn) | 1 # m} U {dy oY) | % M}
For each nonempty set U of X (respectively, Y), define
u(U) = x; (respectively, u(U) = yy),

where k = min{i | x; € U} (respectively, k = min{i | y; € U}).
For each nonempty set U of X or Y and for r > 0, define the sets

B(U,r)=B(u(U),r) and G(U,r)=U\BU,r).

Let U be a nonempty open set of X. Let x = u(U). Since x is not an isolated point, there
isapointy € U such that y + x. Choose 0 < r < dy(x,y) with r ¢ D such that

B(U,r) =B(x,r)cU.
Thereforey € U \ B(U,r) = G(U,r). This implies that G(U, r) is nonempty. Since r ¢ D,
GU,r)={z e U |dgy(x,z) >}

Therefore G(U, r) is open. Thus, for sufficiently small r > 0, B(U, r) and G(U, r) partition
U into two nonempty open sets whenever U is open in X. A similar argument holds for
anopensetiny.

Now we will describe a sequence of partitions of X and Y into nonempty open sets
inductively on the length of words t € Wj.

Let U; = X and V;; = Y. Using the mathematical induction on the length of t € Wy,
suppose that we have described the open sets U, and V; of X and Y, respectively, for all
t € W; with |t| = n > 1. Define

Up =B(UpTp) and U = G(Up, Iyyg),
where 1,4 < % Also, define
Vig =B(Vp,1y0)  and Vig = G(Vi, 1yie)s

where ry,q < %

Suppose that x € X is such that x = u(U,) for some green t € W;. Then x becomes
the center of the open balls U for all s € {tB, tBB,...}. Therefore we have a decreasing
sequence of open balls centered at x with the radii tending to zero. This shows that each
X € X is associated with a unique green t € W;. We can similarly argue for each y € Y.

Therefore this defines the bijective map f : X — Y by
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f(u(Uy) = u(v;) for greent e W.

Note that f(U;) = V, for allt € W;. Let f(x) =y.Letx € U; andy € V,, where t € W;; is
blue. Then for € > 0, we can find § > 0 such that

f(B(x,8)) < By,e).
This shows that f is continuous. We can similarly show that ! : ¥ — X is also continu-
ous. Hence f is a homeomorphism. O

Corollary 3.2.32. Let (X,dy) be a countable metric space. Then X is homeomorphically
embedded in the subspace Q of the real line.

Proof. Consider X x Q with the metric
d(06r), (1,8)) = dy(x,y) + |r = s|.

Since X x Q has no isolated points, by Theorem 3.2.31, X x Q is homeomorphic to Q.
Note that X is homeomorphically embedded in X x Q. Therefore X is homeomorphically
embedded in Q. O

For a metric space X, let Homeo(X) denote the set of all homeomorphisms from X
to X. We can check that Homeo(X) is a group with respect to the composition of maps.

Proposition 3.2.33. Let (a, b) and [a, b] be the metric spaces considered as the subspaces
of the real line. Then the group Homeo([a, b]) is isomorphic to the group Homeo((a, b)).

Proof. Let f € Homeo([a, b]). Then we can check that the restriction of f on (a,b) is a
member of Homeo((a, b)). Conversely, every member f € Homeo((a, b)) can be uniquely
extended to a homeomorphismf : [a,b] — [a, b] defined by

) if x € (a,b),
00 = 1lim,_,,f(x) ifx=a
lim,_,, f(x) ifx=0h.

Now we can easily check that the group Homeo([a, b]) is isomorphic to the group
Homeo((a, b)). O

Define d : Homeo([a, b]) x Homeo([a, b]) — R by

d(f,&) = sup{|[f(x) - gL |f ') - g x)| | x € [a, b]}.

We claim that d is a metric on Homeo([a, b]). We will only prove the triangle inequality,
and the other conditions are left as an exercise. Let f, g, h € Homeo([a, b]). Choose € > 0.
Then there is a point x € [a, b] such that
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d(f,g) < [f0) - g(x)| +e

or
dif.g) < |0 -g"' W] +e
Then
d(f.g) < |[f0) -gx)| +e
< |f(x) = h(O)| + |hO) —gx0)| + €
<d(f,h) +dh,g) +e,
or

Af,g) < [f ') - g7l 0| + €
<|f oo -rTo|+ R0 - g7 0| + e
<d(f,h)+d(hg) +e.

Since € > 0 is arbitrary, by (3.11) and (3.12) we have

d(f,g) < d(f,h) +d(h,g).

-_ 99

(3.11)

(3.12)

The mathematicians have tried to understand the structure of the group Homeo([a, b]).
As an example, we give the following result by Fine and Schweigert [3]. We will not give

its proof. We recommend the author to go through [3] for details.

Theorem 3.2.34 (Fine and Schweigert). Every element of Homeo([a, b]) may be written as

a product of at most four involutions, and the number four is best possible.

Note that the map on Homeo([a, b]) sending an element to its inverse is contin-
uous. After we define the product metric, we can prove that the binary operation on

Homeo([a, b]) is also continuous.

3.3 Equivalent metrics

Definition 3.3.1. The metrics d; and d, on a set X are called Lipschitz equivalent if there

are positive real numbers m and M such that
mdi(x,y) < dy(x,y) < M d;(x,y)

forallx,y € X.
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Example 3.3.2. Consider the metrics d, and d,, on R" as defined in Examples 2.1.3
and 2.1.4. Let

X=(p....X,) and y=(...,y, IinR"

Since
dy(x.y) > |x; -yl foralli=1,....n,
dy(x,y) = max{lx; - y;| | 1 < i< n} = dg,(x. ).
Also,
1
n 14
dy(x.y) = <Z Ix; —yu")
i=1
l 1
. 1
< (Z doo(x,yﬂ’)
i=1
= n%doo(x, y)
Therefore

dy(x,y) < dp(x,y) < n%doo(x,y).

Hence, for each p > 1, d, and d,,, are Lipschitz equivalent.

Example 3.3.3. Let R be the real line. Let d be the metric on R as defined in Exam-
ple 2.1.9. Then the usual metric on R is not Lipschitz equivalent to d.

Definition 3.3.4. The metrics d; and d, on a set X are called topologically equivalent if
U is openin (X, d;) if and only if U is open in (X, d,).

Let 7; and 7, be the collection of all open sets in (X, d;) and (X, d,), respectively. Then
metrics d; and d, are topologically equivalent if 7; = 7,. We say that two metric spaces
(X, dy) and (X, d,) are topologically equivalent if d; and d, are topologically equivalent.
Observe that the relations of being Lipschitz equivalent and topologically equivalent
are equivalence relations on a set of metrics on a set X. Also observe that metric spaces
(X,d,;) and (X, d,) are topologically equivalent if and only if the identitymap I : (X, d;) —
(X,d,) is a homeomorphism. The following is an easy observation. Hence its proof is left
as an exercise.

Proposition 3.3.5. A metric space (X, d,) is topologically equivalent to a metric space
(X,d,) if and only if for each open ball By (x,€) in (X, d,), there is an open ball B, (x, é)in
(X, d,) such that
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de x,8) ¢ Bd1 (x,€),

and for each open ball By, (x,€") in (X, d,), there is an open ball By (x,8') in (X, d,) such
that

By (x,8") € By (x,€").

Proposition 3.3.6. If two metrics are Lipschitz equivalent, then they are topologically
equivalent.

Proof. Let d; and d, be two Lipschitz equivalent metrics on a set X. Then there are pos-
itive real numbers m and M such that

md;(x,y) < dy(x,y) < M dy(x,y)
for all x,y € X. Therefore for all x € X and € > 0, we have
Bdl(x, €) C By, (x,Me) and de(x, me) C B, (x,€).

Hence, by Proposition 3.3.5, d; is topologically equivalent to d,. O

Example 3.3.7. Letd, be the discrete metric on IN, and let d, be the metric on IN induced
by the usual metric on R. Then d, is topologically equivalent to d, on IN, but they are not
Lipschitz equivalent.

Proposition 3.3.8. Let (X, d) be a metric space, and let
d(x,y) = min{1, d(x, y)}

for x,y € X. Then d and d are topologically equivalent.

Proof. Since d(x,y) < d(x,y) for all x,y € X, for each € > 0 and x € X, we have
Bd(X, e) C BE(X’ e).

Now, consider an open ball B;(x, €) in the metric space (X, d). Let § = min{l, €}. Note
that if d(x, y) < 8, then d(x, y) < 1. Therefore d(x,y) = d(x, y) < 6 < €. This shows that if
y € Bg(x, 6), theny € B;(x, €). Hence

BE(X’ 6) Cc Bd(X, 6).

Thus, by Proposition 3.3.5, d and d are topologically equivalent. O

Corollary 3.3.9. Each metric on a set X is topologically equivalent to a bounded metric
onX.
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Let | - |l; and | - |, be two norms on a vector space V. Let d; and d, be metrics on
V induced by || - [l; and || - ||, respectively. We say that the norms || - [; and || - |, on V
are Lipschitz equivalent (respectively, topologically equivalent) if d; and d, are Lipschitz
equivalent (respectively, topologically equivalent). Clearly, | - |, and | - ||, are Lipschitz
equivalent (respectively, topologically equivalent) if there are positive real numbers m
and M such that

mlxlly < lIxlly < M lixlly

forall x e V.

Proposition 3.3.10. Any two norms | - ||; and || - ||, on a vector space V are Lipschitz
equivalent if they are topologically equivalent.

Proof. By Proposition 3.3.6 Lipschitz equivalent norms are topologically equivalent.
Conversely, suppose that || - [l; and | - ||, are topologically equivalent on a vector space V.
Then for each open ball By, (x, €), there is an open ball B (x, 8) such that

B, (x,8) € By, (X, €).
This implies that

X +Bd1(0,6) cX +Bd2(0’ e).

Equivalently, we have

€
By, (0,1) ¢ Bd2< , 3>.
We claim that for all x € X,
€
Xlly < < lIxlly.
[l 5 x4
On the contrary, suppose that there is a € X such that
€
ally, > <lal.
lall, > <laly

Then there is a real number k > 1 such that

€
all, = k=lall.
lall, 5 llally
Note that a # 0; otherwise, 0 > 0, which is a contradiction. Lety = ﬁ Then
HX _€
kl, &
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Also, note that

1

=—<1
1k

B
k
This shows that ¥ € By (0,1) but % ¢ By, (0, £). This is a contradiction.

Again by the topological equivalence of the norms || - [|l; and || - ||, for each open ball
By (x, €"), there is an open ball By (x, §') such that

By, (x,8') < By (x.€").

By a similar argument, for all x € X, we have

!

Iy < 5 Il
This implies that
! €
o Xl < lxll < <l
Hence || - [l; and || - ||, are Lipschitz equivalent. O

Example 3.3.11. Consider the norms ||-|| and |||, on C[0, 1] as defined in Examples 2.2.8
and 2.2.9. Then | - || and | - ||, are not Lipschitz equivalent on C[0,1]. On the contrary,
suppose that || - || and || - ||, are Lipschitz equivalent on C[0,1]. Then for all f € C[0,1],
there are positive real numbers m and M such that

mfll < Iflleo < MIFI-

In particular, take f,(x) = X", where n € N. Then we have

m M
<l<s —.
n+1 n+1
This is a contradiction.
Example 3.3.12. Consider a norm | - || on an infinite-dimensional vector space V. Let

f : V — F be a discontinuous linear functional, where F = R or F = C. Define a new
norm | - [l on V by

lIxlly = lIxll + [f 00

Then || - ||and | - || | are not Lipschitz equivalent on V. Indeed, suppose, on the contrary,
that| - || and || - ||f are Lipschitz equivalent on V. Then for all x € V, there are positive
real numbers m and M such that
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miix| < lIxll; < Mix].
This implies that for all x € V, we have
(m-Dlx| < |[fx)| < M -D)]ix].

By Proposition 3.1.32, f is continuous. This is a contradiction.

Proposition 3.3.13. Let (X,d) be a metric space, and let f : [0,00) — [0,00) be con-
tinuous, subadditive, amenable, and increasing map. Then d and f - d are topologically
equivalent.

Proof. Since f is continuous at 0, for each € > 0, there is § > 0 such that
0<aé=f(a)<e.
Taking a = d(x,y), we get
dx,y) <6 =fodxy) <e.
This shows that
B;(x,6) ¢ Bfad(x, €).

Now let a, b € [0, c0) be such that a < 2b. Then

f(a) <f@2b) <2f ().
This implies that if
f(a) > 2 (b),
then
a>2b.

Let ¢’ > 0. Then taking a = ¢’ and b = d(x,y), we get

fldooy) < f( ) = d(x,y) < <€

This shows that

Bra(x 1S € Butre)

Thus d and f - d are topologically equivalent. O
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Example 3.3.14. Letf : [0,00) — [0, 0c0) be the map defined hy

X
fx) = 1T+x'

4

Note that f satisfies the conditions of Proposition 3.3.13. Therefore the metrics d and 1

are topologically equivalent.

Proposition 3.3.15. Let f : [0,00) — [0, 00) be a metric-preserving map. Then f o d is
topologically equivalent to the discrete metric for every metric d if and only if f is discon-
tinuous at 0.

Proof. Suppose that f is discontinuous at 0. Let (X, d) be a metric space, and let x € X.
By Proposition 2.3.13 there is € > 0 such that

fy)=e forally>O0.

This implies that
By.q(x,€) = {x}.

Hence f - d is topologically equivalent to the discrete metric.
Conversely, suppose that f o d is topologically equivalent to the discrete metric for
every metric d. Let d be the usual metric on R. Let € > 0 be such that

By.q(0,€) = {0}.

Let 6 be an arbitrary positive real number. Choose 0 < xq, X, < & such that f(x) # f(xy).
Then one of f(x) or f(x,) will not satisfy the condition f(x) < €, since otherwise

f0a).f(xz) € By.q(f(0), €) = By.q(0,€) = {0},

a contradiction. Hence f is discontinuous at 0. O

Proposition 3.3.16 (Borsik and Dobos). Let f : [0,00) — [0,00) be a metric-preserving
map. Then d and f - d are topologically equivalent for every metric d if and only if f is
continuous at 0.

Proof. Suppose that d and f - d are topologically equivalent for every metric d. Let d, be
the usual metric on RR. On the contrary, suppose that f is discontinuous at 0. By Proposi-
tion 3.3.15, f - d,, is topologically equivalent to the discrete metric. This shows that d,, is
topologically equivalent to the discrete metric. This is a contradiction.

Conversely, suppose that f is continuous at 0. Let (X, d) be a metric space, and let
x € X. Let € > 0. Since f is continuous at 0, we can choose § < € such that

0<y<déd=f(@ <e
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This implies that
Bd(X, 6) C chd(X, e).

Now let r > 0. By Proposition 2.3.14 there is € > 0 such that

y=2r=fy e
This implies that
Bfq(x,€) € By(x,1).
Therefore d and f - d are topologically equivalent. O

Let x and y be nonzero points in R". Let {x, y) be the usual inner product on R". By
the Cauchy-Schwarz inequality we have

x,y)
-1< <1
= Tyl =

Since the cosine is continuous and strictly decreasing on [0, 77], there is a unique angle
0(x,y) with 0 < (x,y) < m such that

x.y)
Ixliyl

cosO(x,y) =

Consider the set
$" = {x e R | x| = 1}.

This set is called the n-sphere or the unit sphere of dimension n.

Proposition 3.3.17. The map dg» : $" x " — [0, 7] € R defined by
dgn (x,y) = 0(x,y),

where cos 0(x,y) = (x,y), is a metric on S".
Proof. By the definition, dg:(x,y) > 0. Clearly,
dgn(x,y) =0 = x,y) =1
Hence the equality holds in the Cauchy-Schwarz inequality. This implies that there is
a € Rsuch that x = ay. Since ||x|| = |[y|| = 1, a = +1. Also, since (x,y) = 1, a = 1. This

shows that

dgn(X,y) =0 = x =Y.



3.3 Equivalent metrics =—— 107

Now since (x,y) = (y,x) and the cosine is injective on [0, 7],
dgn (X, y) = dgn (¥, X).

Now we will prove the triangle inequality. Let x,y,z € $". Then the dimension of the
subspace generated by x, y, and z in R™*! is not greater than 3. By the Gram-Schmidt
process we get an orthogonal linear transformation U such that

Ux)=(1,0,0,...,0), Ux)=(0,1,0,...,0), and U(z)=(0,0,1,0,...,0).

Therefore, without loss of generality, we may assume that n = 2, that is, we can perform
all the calculations in R®. Suppose that for x,y € R3, xxy denotes the usual cross product.
Then

cos(0(x,y) + 8(y,z)) = cos 6(x,y) cos O(y, z) — sin O(x,y) sin O(y, z)
= (XY, 2) = Ix x Yl x z]|
<YW Z) — (X XY,y X Z)
= 61 2) = 6P 2) + (X, 2) ), Y)

=(X,z) = cosO(x,z).
Since the cosine is decreasing on [0, 1],
0(x,z) < 0(x,y) + 6(y, 2).

In other words,
dgn(X,2) < dgn(x,y) + dgn(y, 2). O

Observe that dg(x,y) is the arc length from x to y on the sphere traveled on the
greater circle (see Figure 3.1).

Figure 3.1: The distance dgn (x, ).
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For x,y € §" ¢ R", let dpn1(X,y) denote the distance between x and y induced by
the usual metric on R"*,

Proposition 3.3.18. The metric dg: and the induced Euclidean metric dga. on $" are Lip-
schitz equivalent.

Proof. Note thatsint < ¢ for ¢ > 0. Then for x,y € Sp", we have

Ay () = lIx = I
= IxI” - 206,y) + Iyl
=2-2(%Y)
=2-2cosdg(x,y)

- 4sin2< dS"(X>y) >
2

2
< 4< dgn(X,y) )
2
= dgn (X, )%
Therefore
d]Rn+1 (X,y) < dSn (X,y).

Again, note that the derivative of
{2
o(t)=cost—-1+ 5
is0att = 0 and positive for ¢t > 0. This shows that ¢(t) is increasing for t > 0 and ¢(t) > 0
for ¢ > 0. Using this fact and a similar argument, we get
£
sint—t+€ >0 fort=>0.

This in turn implies that

2 ¢

1-cost—-—+—=0 fort=0.
2 24

Putting t = dg: (x,y) above, we get

dg (x, y)*

2-2cosdg(x,y) = dgn (X,y)2 - D
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Hence

A (%,Y) = X =yl
= IxIP - 206,y) + Iyl*
=2-2(x.y)
=2-2cosdg(x,y)

dgn ()"

> dgn (X, y)2 - D

2
> (1 - 71T—2>dgn(x,y)2 (as dgi (x,y) < ).

This shows that dg: and dge« on S are Lipschitz equivalent. O

Corollary 3.3.19. The metric dg: and the induced Euclidean metric dg. on S" are topo-
logically equivalent.

Remark 3.3.20. The geometries of these two metric spaces are different. This topic is out
of the scope, so we will not discuss it here. As a general remark, we would like to men-
tion that the sum of internal angles of a triangle in such geometry other than Euclidean
geometry is not 180°.

3.4 Isometry

Definition 3.4.1. The metric spaces (X, dy) and (Y, dy) are called metrically equivalent
or isometric if there exists a surjective map f : X — Y such that

dy(x,y) = dy (f().f ()
for all x,y € X. Such a map f is called an isometry between X and Y.

Note that an isometry is always injective and a surjective isometric embedding is
an isometry. Also, note that the relation of being isometric is an equivalence relation on
a set of metric spaces. By Example 2.1.15 we observe that if (X, d) is a metric space and
Y is a set that is in the bijective correspondence with X, then we can define a metric on
Y such that X is isometricto Y.

Example 3.4.2. Define the map f : (0,7) — S* by

f(0) = (cos H,sin H).
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Clearly, f is injective. Let 6,6, € (0,7) with 68; < 0,. Let x = (cos6,,sinf;) andy =
(cos 6,,sin 6,). Then

cos dgi (X,y) = (X,y)
= €0s 6; cos O, + sin O; sin O,
= cos(6, - 0y).

Since cosine is a bijection from (0, 7) to (-1, 1),
d§1(X,y) = 62 - 91 = |92 - 91'
This shows that (0, 7r) with the metric induced by the usual metric on R is isometrically

embedded in (S, dg).

Example 3.4.3. Define the map d; : (0, c0) x (0, c0) — R by
d(x,y) = [log x —logyl.

We can check that d; is a metric on (0, c0) and the map f : (0,00) — R defined by
f(x) =log x is an isometry.

Example 3.4.4. Letd,; and d, be metrics on N as defined in Example 3.3.7. Then the iden-
tity map on N is not an isometry.

For a metric space (X, d), let Iso(X, d) denote the set of all isometries on X. When the
metric d is given, we denote it by Iso(X). Then Iso(X) forms a group under the composi-
tion of maps. We now find the group Iso(R") of the isometries of the Euclidean space R".

Let A be an n x n real matrix, and let b € R". Viewing the element x € R" as a
row matrix, we define the map f? : R® — R" by f2(x) = Ax" + b, where x denotes
the transpose of x. Note that the map fj’ is uniquely determined by A and b. Indeed, let
f:ll = :ZZ. Then for all x € R", we have

A1Xt + bl = Ath + bz.
This implies that for all x € R", we have
(Al —Az)Xt = b2 - bl‘

Hence A; = A, and b; = b,. An n x n real matrix A is called an orthogonal matrix if
A'A = I, where A' is the transpose of A.

Proposition 3.4.5. Let A be an n x n real matrix, and let b € R". The map f? : R" — R"
by ff (x) = Ax" + b is an isometry if and only if A is an orthogonal matrix.
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Proof. Note that f[{’ is an isometry if and only if the map ¢ : R" — R" defined by ¢(x) =
Ax' is an isometry. Also, ¢ is an isometry if and only if

lo0o = il

for all x € R™. Now

l600] = Ixll = oo = IxI?
= (P00, p(0) = (X, X)
— xA'Ax' = xx*
— x(A'"A-I)x"=0.

Therefore ff is an isometry if and only if A is an orthogonal matrix. O

Proposition 3.4.6. Let f : R" — R". Then the following statements are equivalent:
() fisanisometry such that f(0) = 0;
(ii) f preserves the inner product, that is, for all x,y € R",

F.f0)) = 6y

(iii) f is linear transformation such that f (x) = Ax', where A is an orthogonal matrix.
Proof. Suppose that (i) holds. Let x,y € R". Then

IF o0 = = Ix -yl

Putting y = 0, for all x € R", we have

IF Ol = lIxll.
Now
() -FOLFX) -FO)) = [F 00 - F o)
= lIx -yl
=X-y,Xx=-y).
This implies that
W) = (X, y). (3.13)

Now suppose that (i) holds. Let x, y, z € R". Then
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(fx+y).f(@) = (x +y,2)
={X,2) +(y,2)
= (f00.f(2)) + {(f0).f ()
= (f() +f).f(2)). (3.14)

By equation (3.13) we can observe that

{fle),....fe)}

is an orthonormal basis of R", where {e;,..., e,} is the standard basis of R". Hence, tak-
ingz =ey,...,e, in equation (3.14), we get

fc+y) =fX) +£ ().

Let a € R. Then

(flax), fy)) = (ax.y)
= a(Xx,y)
= a{f(x),f(y))
= (df ).f ). (3.15)

By a similar argument we get

flax) = af ().

Therefore f is a linear transformation. Hence there exists an n x n real matrix A such
that f(x) = Ax". By the assumption, for all x € R",

(Ax', AX") = (x,x).
This implies that for all x € R", we have
x(A'A-T)x" = 0.

Therefore A is an orthogonal matrix.

Suppose that (iii) holds. Let f(x) = Ax’, where A is an orthogonal matrix. Then,
clearly, f(0) = 0. By a similar argument as in the proof of Proposition 3.4.5, f is an isom-
etry. O

For a € R", let t, denote a map on R" defined by t,(x) = x + a. Clearly, t, is an
isometry.

Theorem 3.4.7. Let f ¢ Iso(R"). Then f = f/f for some orthogonal real matrix A and
be R
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Proof. Letf : R" — R" be an isometry. Let b = f(0). Define the map g : R* — R"
by g = t_, o f. Note that g is isometry and g(0) = 0. By Proposition 3.4.6 there is an
orthogonal matrix A such that

gx) = Ax'.
Therefore
f) = Ax' +b. O
Let O(n, R) denote the set of all nxn real orthogonal matrices. Then O(n, R) is a group
under matrix multiplication. Define the binary operation on O(n, R) x R" as follows:
(A1, b1)(Ag, by) = (A1Ap, by + Aby).

Then O(n, R) x R" is a group under this operation. We denote this group by O(n, R) x R".
We can check that the map ¥ : O(n, R) x R" — Iso(R") defined by

Y((A,b)) = £

is a group isomorphism.
Now we find the isometries of (S", dg:). Let x,y € $". Then
Ix -yl

<X>y>:1_ 2 .

This shows that f : (S",dg:) — (S", dg) is an isometry if and only if f : (", dgen) —
(S", dgn1) is an isometry. Therefore if f is an isometry of (S", dgx), then £(0) = 0.

Now suppose that g : R™! — R"! is an isometry such that g(0) = 0. Let x,y € S".
Then

2
<&y>=1_uxzyn
.l - gl
2
= (g).81)).

This implies that

dgn (X, y) = dgn (800, ).

Therefore the restriction of g on $" is an isometry of (S", dg:). Now suppose that h :
(S", dgn) — (S", dgn) is an isometry. Let z;, z, € S™. Then
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dgn (%, y) = dgr (R(X), h()).

Therefore

(x.y) = (h(x), h(y)).

Note that each nonzero element x of R™ can be uniquely written as x = ||x||”x7". De-
finethea map h : R™! — R by

X .
00 = ||x||h(m) if x # 0,
0 ifx=0.

Let x,y € R™! be such that x # 0 and y # 0. Note that

R0 = (I 5 ) "y"h<'§_”>>
Y

- g ) 1))

_ x Yy
_ IIXI|I|yI|< o > (316)
= (X,)’>-

Ifx = 0 ory = 0, then equation (3.16) is obviously true. Now we claim that h is surjective.
Let y € R™!, We have to find x € R"" such that h(x) = y.Ify = 0, then x = 0. Suppose
that y # 0. Note that if such x exists, then x # 0. This implies that for such x, we have
||x||h(ﬁ) = y. Since h(ﬁ) € $", |Ix|| = [lyll. This shows that we have to find x € R"*! such

that h(ﬁ) = ﬁ This is possible as h is an isometry.

Therefore, by Proposition 3.4.6, hisan isometry such that E(O) = 0. Hence the isome-
tries of (S", dg») are precisely the restrictions of the isometries of R"*! fixing the origin.
Thus the group Iso((S", dg»)) is isomorphic to the group O(n + 1, R).

Consider the metric space (R", d,) (1 < p < c0) of Examples 2.1.3 and 2.1.4. Note that
the metric d, is induced by the norm. We have obtained the isometries of (R", d,) for
p = 2in Theorem 3.4.7. We have observed that the linear transformation of R" that is an
isometry is the map f : R" — R" given by f(x) = Ax’, where A is an orthogonal matrix.
Now we will obtain the isometries of (R", dp) (1 < p < co) that are linear transformations
of R". We will call such an isometry a linear isometry. If a linear isometry exists between
the normed spaces V and W, then V and W are called linearly isometric spaces.

Let S ¢ R™ A point x € S is called an extreme point of S if x cannot be written as
aa+ (1 -a)bwitha,b e S,a+b,and 0 < a < 1. Let {ey,...,e,} be the standard basis of
R". Let E,, denote the set of the extreme points of the unit ball de(O, 1)in (R", dy). Then
we can check that
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{te;|1<i<n} ifp=1,
Ey=q1{xeR"|Ixl, =1} ifl<p< oo,
{(#1,....,+1]) |1<i<n} ifp=oco.

Therefore

2n ifp=1,
|Ep| = noo.
2" ifp = oo,

and E, is an uncountable setif 1 < p < co.

Proposition 3.4.8. Let V and W be linearly isometric normed spaces. Then the sets of
extreme points of the unit balls By (0,1) and By,(0,1) in V and W, respectively, are in a
bijective correspondence.

Proof. Letf : V. — W be a linear isometry. Let x € By(0,1) be such that x is not an ex-
treme point of By, (0, 1). Then there exista, b € By(0,1) witha # band 0 < a < 1such that

x=aa+ (1-a)b.
This implies that
f&) =af (@) + 1 -a)f(b).

Note that f(a),f(b) € By, (0,1) and f(a) # f(b). This shows that f(x) is not an extreme
point of By, (0,1).

We can similarly show that if y € By, (0,1) is not an extreme point of By, (0,1) with
f(x) =y, then x in not an extreme point of By, (0, 1). This shows that the set of extreme
points of By,(0,1) is in a bijective correspondence with the set of extreme points of
By(0,1). O

Using Proposition 3.4.8, we can observe that the metric spaces (R", d;) and (R", d,)
cannot be linearly isometric to (]R”,dp) (1 < p < oo). Similarly, (R",d) cannot be lin-
early isometric to (R",d;) if n > 3, since 2" > 2n for n > 3. For n = 1, the metrics d;

and d, coincide, and we can check that the map f : (]Rz, d) — (]RZ, d,,) defined by
f(x,y) = (x —y,x +y) is a linear isometry.

Theorem 3.4.9 (Hemasinha and Weaver). Letf : (R",d;) — (R", d,) be a linear isometry.
Thenf(e;) = +e; for1<i,j<n

Proof. Since f is bijective linear transformation, it sends a basis of R" to a basis of R".
Since the set of extreme points of the unit ball B(0,1) in (R", d;) is

{xe;|1<i<n},

by Proposition 3.4.8, f (e;) = *e;. O
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Theorem 3.4.10 (Hemasinha and Weaver). Let f : (R", d,,) — (R", d,,) be a linear isom-
etry. Thenf(e;) = e for1<ij<n.

Proof. Let A be the matrix of f with respect to the standard basis {e,, ..., e,} of R". Con-
sider the set E, of the extreme points of the unit ball B(0,1) in (R", d,,). Let x € E.. By
Proposition 3.4.8, Axt € E_.. Therefore, for all 1 < j < n, we have

gAx' = 1. (3.17)
Note that for a fixed i, e;A denotes the ith row of the matrix A. Let
eA =(ay,...,a,).
Suppose that

a;,a;,....a; <0 and
1 2 k

a @ >0,

U1

where a; € {ay,...,a,}. Taking x = (1,1,...,1) in equation (3.17), we get

eiAx‘:ai +a; +-+q +a; -+ a;
1 2 k k+1

= +1. (3.18)

n

Now take x = (6;,...,6,) in equation (3.17), where

-1 ifj=i,....0,
8 = ] ! e
1 ifj=iq,... 0
Then we have
eiAXtZ—ail—aiz-i-"'—aik-i-aik”+"'+al’n
= +1. (3.19)

If the right sides of equations (3.18) and (3.19) are of equal sign, then subtracting (3.19)
from (3.18), we get

a +a; +---+a; =0.
1 2 k

This implies that

If the right sides of equations (3.18) and (3.19) are of opposite sign, then adding (3.18)
and (3.19), we get



3.4 Isometry = 117

This implies that

This is only possible when
ay, 0y, ...,0, <0.
Therefore, in both cases, we see that all nonzero components of (a;,...,a,) are of the

same sign. Suppose that they are nonnegative and a,, is the first positive component.
Take x = (uy, uy, ..., U,) in equation (3.17), where

1 ifl<j<m,
u; = . )
-1 ifm<j<n
Then we have
eiAXt:am_amH_"'_ai

n

=+l (3.20)
Now taking x = (1,1,...,1) in equation (3.17), we get

el-Axt =0+ g+ + Q)

=1 (321

If the right sides of equations (3.20) and (3.21) are of opposite sign, then adding (3.20)
and (3.21), we get a,, = 0, a contradiction. Therefore the right side of (3.20) is positive.
Now subtracting (3.20) from (3.21), we get

Qg+ + @ =0.
This implies that

Ay =-=4a =0.

1y
Therefore a,, = 1, and this is the only nonzero entry of the ithrow (a;, . . ., a,) of A. Hence
f(e;) = e; for somej.

We can similarly show that f(e;) = —e; when all the components of (a;,...,a,) are
nonpositive. O
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Now we will find the linear isometries of (R", dy) (1 < p < 00). Alinear isometry f :
R" — R" is called nonnegative if all the components of f(x) are nonnegative whenever
all the components of x are nonnegative.

Proposition 3.4.11. Let f : (IR",dp) - (]R",dp) (1 < p < o) be a nonnegative linear
isometry. Then f(e;) = e;.

Proof. Let A = (ay) be the matrix of f with respect to the standard basis of R". Then
a; >0foralll<ij<nLetx=(x;,...,X,) be such that x; > 0 for all 1 < j < n. Then

p

n n

ooy~ 3(Sas)- o2
i=1\j=1

Since f is linear and isometry,

Ixll, = Ix - ol
= f o) - £
= [F el

This implies that

n n n 14
ZXf’ = Z(Z al-]-xj> ) (3.23)

i=1 i=1\j=1

For x = ¢, (1 < k < n) in equation (3.23), we have
n
1= z A (324)
i=1

We can consider (3.23) as the value of a differentiable function from R" to R. Now con-
sidering the partial derivative of (3.23) with respect to x;, we have

n/n -1
Xllz_l = Z(Z al]X]> A (325)
i=1\j=1
Putting x; = 1for j # k and x; = 0 in equation (3.25), we have
n n p-1
Z( D al-j> ag = 0. (3.26)
i=1 \j=1j#k

Since a;; > 0, we have

ij
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n p-1
( Z aij> ag = 0. (3.27)
j k

j=1,j#
This implies that
n
either a; =0 or z a; =0,
j=1#k

where 1 < i < n. Since A is invertible (being the matrix of an isomorphism), there is no k
such that a;, = 0 for all i. Suppose that there is a kth column such that a;, # 0. Further,
suppose that a,; # 0 and ag, # 0, where r # s. Then from equation (3.27) we have

n

Z aerO

and

This implies that a;; = 0 and ag; = 0 for j # k. This shows that the rth row of A is a
multiple of the sth row. This is a contradiction, since A is invertible. This implies that
each column and each row of the matrix A contains exactly one nonzero entry. By equa-
tion (3.24) we see that A is the matrix obtained by permuting the row of the identity
matrix. Hence

fle) =e;. O

Proposition 3.4.12. Let f : (IR",dp) - (]R",dp) (1< p< ocoandp # 2) be a linear
isometry. If all the components of x € R" are nonzero, then all the components of f (x) are
nonzero.

Proof. On the contrary, suppose that there is x = (x,...,x,) € R" with x; # 0 for all {
but f(x) = (y;...,y,) has some component y, = 0. Letz = (zy,...,2,) € R" be such that
f(2) = e, where g, = (0,...,0,1,0,...,0). Note that for any a € R, we have

I o + az)||§ =[Ifeo + af(z)||§
= [feol, + lf @l

Since f is isometry,

p_ p p
Ix + azl, = lIxIl, + lazll,.
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This implies that
n n n
Y ixi+razl =Y P+ lazl. (3.28)
i=1 i=1 i=1

For given x and z, we can view equation (3.28) as the value of a twice differentiable map
in a from R to R. Differentiating (3.28) twice with respect to a, we get

n n
Y pp - Dlx; + azilP 2} = alPp(p-1) Y Iz;f".
i=1 i=1

This implies that
n n
Y i+ azlP iz = (a7 Y Izl (3.29)
i=1 i=1
First, suppose that p > 2. Taking a = 0 in equation (3.29), we get
. 2,2
Y Xz = 0.
i=1

Since |x;| > 0 for all i, z; = 0 for all i. This is a contradiction. Therefore p < 2. Now
equation (3.29) can be written as

n n
2— -2,.2
lal* Py Ix; + az P~z = ) |z;lP. (3.30)
i=1 i=1

Taking a = 0 in equation (3.30), we get

n
z |z;|P = 0.
i-1

This implies that z; = 0 for all i, a contradiction. Therefore all the components of f(x)
are nonzero. O

Proposition 3.4.13. Letf : (R", d,) — (R", d,) (1 < p < coandp # 2) be alinearisometry.
Letu = (1,1,...,1). If all the components of f (u) are positive, then f is nonnegative.

Proof. We will prove that if all the components of f(u) are positive, then all the compo-
nents of f(e;) are nonnegative for all i. This will show that f is nonnegative, because for
X=X 5 Xp),

FOO) = xif(eg) + -+ + x,f (ep).

On the contrary, suppose that there isj such thatf(e;) = (y;,...,y,) has some component
Yk < 0.Letf(w) = (ay,...,a,), and let a = ;_ik Then a > 0. Now the kth component of
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flu+ aej) = f(w) + af (ej) is zero, but all the components of u + ae;j are positive. This is
a contradiction to Proposition 3.4.12. Hence all the components of f(e;) are nonnegative
forall i. O

Theorem 3.4.14 (Hemasinha and Weaver). Let f : (R",d,) — (R",d,) (1 < p < co and
p # 2) be alinear isometry. Then f(e;) = +e; for 1 < i,j <n.

Proof. Letf(u) = (ay,...,a,), whereu = (1,1,...,1). By Proposition 3.4.12, a; # 0 for all i.
Define

1 ifag >0,
€ =
Yol ifg <.

Let us consider the linear maps g : R" — R" defined by
gle) =€, 1<i<n.
Let h = g - f. Note that h is a linear isometry and
h(u) = (a4, . . ., €,ap).

Observe that the components of h(u) are nonnegative. By Proposition 3.4.13, h(e;) = ;.
Note that g~! = g. This implies that f = g - h. Hence f(e;) = te;. O

3.5 Finite metric spaces

A metric space (X, d) is called finite if the set X contains finitely many points. As an
example of a finite metric space, take a finite subset of some given metric space and
consider it as a metric subspace of X. We can naturally ask that given a finite metric
space X, can we embed X isometrically in some Euclidean space (R", d,)? This is not
always possible as the following example shows.

Example 3.5.1. Let X = {p,, p;, Py, P5}- Define the metric d on X by d(py, p;) = d(pg, py) =
d(py,py) = 2,d(pg, p3) = d(p1,p3) = 1, and d(py, p3) = %.We cannot embed X isometrically
in any Euclidean space. Indeed, if X is embedded isometrically in some Euclidean space,
then the points p,, p;, and p, will be the vertices of an equilateral triangle of length 2.
Also, ps is the midpoint of p, and p;. We can check that the distance of p, and p; cannot
3

be 3

We can always embed a finite metric space X containing n elements in (R", d,), as

the following example shows.

Example 3.5.2. Let (X, d) be ametric space, where X = {p,,p;,...,pp}. Consider the ((n+
1) x (n +1)) matrix A = (al-]-), where a; = d(pi,p]-). Let A; = (@, @y, - - -, ajp)- Define the
map ¢ : (X,d) —» (R",d_ ) by ¢(p;) = A;.
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By the triangle inequality ay + a;; > a; we can observe that

i

doo(ApA)) = 1A; - Al < a;  foralli,j.

ij

Note that |a; —a;;| = a;. This implies that the above inequality is indeed an equality, that
iS, dOO(Al’A]) = al]
Now

doo (D) 6B)) = 14; ~ Al
= ay

= d(p;, p)).

Now we move to the question of embedding a finite metric space isometrically into
the Euclidean space. Let X = {py,py,...,p,}. Consider the matrices M = (m;) and G =
(gl-]-), where m; = d(p;, pj)2 and 8ij = %(m0i+moj—m,-j). The matrix G is called the Gramian
matrix of X. Note that the Gramian matrix of X is an (n + 1) x (n + 1) matrix whose first
row and first column are zero. This can be represented as follows:

010
o (wTe)
0|6
where G, is an nxn matrix. Note that G is positive semidefinite if and only if G, is positive
semidefinite.

Theorem 3.5.3 (Schoenberg). A finite matric space (X,d), where X = {py,p1,--->Pn}s 1S
isometrically embedded in (R", d,) if and only if its Gramian matrix G is positive semidef-
inite and has rank at most n.

Proof. Suppose that X is isometrically embedded in (R", d;). Suppose ¢ : X — R" is an
isometric embedding. Without loss of generality, we can assume that ¢(p;) = 0 € R".
Let

o) = (Ajg,...,Ay), 1<i<gn

Viewing x = (Xy,...,X,) € R" as 1 x n matrix, let Q(x) = xG,;x" be the quadratic form
associated with G;, where G; is the n x n submatrix mentioned above. Let

P =x,0(py) + -+ X,0(p,) € R".

Then

n
2
I1Plly = Z(Xlalk + o Xn Q)
k=1
n 9 n 9 n
= in Z aik + ZZXin z aika]‘k.

i=1 k=1 i<j k=1
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Note that
Y d = ool
k=1
= 6@ - ool
= d(p; o)’
= My;
= &ii
and
n n n n
2 z Qe = z @ + Z a]-zk - Z(aik - ajk)2
k=1 k=1 k=1 k=1
= [9@ol + 9@l ~ 4@ - o)
= d(p;,py) + d(PpPo)z - d(Pi>Pj)2
= mg; + Mg; — My
- 2g;.
Then

n
2 2
1Pl = ) mox; + ) giXix;
i=1 i<j

= xGx'

= Q).

This implies that Q(x) > 0. Therefore G, is positive semidefinite.
Suppose Q(x) = 0. Then P = 0. This implies that

X1¢(p1) +--t Xn¢(pn) =0.

Note that ¢(i) is the ith row of G;. This shows that the rank of G; is at most n.

—_ 123

Conversely, suppose that G is positive semidefinite and the rank of G is r < n. Let
G, be the n x n submatrix mentioned above. Then G, is positive semidefinite. Since G,
is a symmetric matrix, it is diagonalizable. Then there is an orthogonal matrix U such
that G, = UDU", where D is the diagonal matrix diag(d;, ...,d,,...,0,...,0) with d; # 0.

Since G, is positive semidefinite, d; > 0 for1 < i <r.Let

VD = diag(\dy. ... \d,.....0,...,0)

and P = VDU'. Then
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P'P=UVDVDU' = G,.
Define ¢ : X — R" by
@(p;) = ith column of P(1 < i < n)
and ¢(py) = 0. Then
P=[$(Py)..... o).

The ijth entry of P'P is (¢(p;), ¢(p))- Therefore g = (¢(p;), p(p;)). Now

le@ollz = (6P, 6E))

= 8ii = My;
=d(a;, ao)z.
This shows that
o) - do)ll, = d®s> po)-
Again,

l6@0) - @)l = 6@, + 9wl - 290, $))
= My; + My; — (My; + Mg; — My;)

:ml}

= d(p;.p))".

This shows that |¢(p;) — ¢(pjll, = d(p;,p;). Hence ¢ is an isometric embedding of X
into R". O

Given the metric space X = {py,ps, ..., Py}, the determinant

0 1 1 1

1 0 My - Mgy
D(po,pl,...,pn) = 1 myg 0 ce My

1 my my - 0

is called the Cayley—-Menger determinant. We can prove that

(_ )n+1

—7—DPo, D15 - > Pp)> (3.31)

det G =
‘ 2
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where G is the Gramian matrix of X = {pg,p;,...,p,}. The following is a result from
linear algebra, whose proof can be found in [4].

Theorem 3.5.4. Let A be an n x n real symmetric matrix of rank r. Then A is posi-
tive semidefinite if and only if the first r leading principal minors of A are positive and
detA > 0.

By Theorems 3.5.3 and 3.5.4 and equation (3.31) we obtain the following:

Theorem 3.5.5. A finite metric space X is isometrically embedded in the Euclidean R" but
not in R"! if and only if there are py, s, . .., p, € X such that

(0 (-1Y"'D(pg.pys ... ,pj) > 0forl<j<nand

(i) D(pg,p1>--->PnsX) = D(Pg>P1>-- P Y) = DPg, D1 - - -» P X5 ¥) = 0 for all x,y € X.

Exercises

3.1. First of all, complete whatever is left for you as exercises.
3.2. Show that the function f : R — R be defined by

{0, x<0,

fx) =

X, x>0,
is continuous.

33. Show that the maps f : R* —» Rand g : R* — R defined by f(x,y) = x + y and
g(x,y) = xy are continuous.

3.4. Show that the map f : R" x R" — R defined by f(x,y) = {x,y) is continuous.

3.5. Iff and g are continuous maps from a metric space X to R, then show that the map
(f,g) : X — Rdefined by (f, 8)(x) = (f(x), g(x)) is continuous.

3.6. Iff and g are continuous maps from a metric space X to a metric space Y, then
show that the set

{xeX|f(x)=gx)}

is a closed set in X.

3.7. Letf and g be continuous maps from a metric space X to a metric space Y. If they
are equal on some dense set in X, then show that f = g.

3.8. Show that $"\ {e,,,} is homeomorphic to R", where e,,; = (0,...,0,1).

3.9. Show that the closed ball D(x, r) in R" is homeomorphic to [0,1]".

3.10. Check whether the map f : (5, %) — R defined by f(x) = tanx is uniformly
continuous or not.

3.11. Let V be an infinite-dimensional normed space. Show that there is a discontinuous
functional on V.
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3.12. Show that the map f : X — Y is continuous if and only if
dx(x,A) = 0 = dy(f(x),f(4)) = 0

forallAc Xandx € X.
3.13. Let X be a metric space, and let

{fu: X —>[ab]|ac A}
be a family of continuous maps. Check whether the maps

u(x) = lub{f,(x) | a € A}

and

K(x) = glb{f,(x) | a € A}

are continuous or not.

3.14. Give an example of a finite metric space X that cannot be isometrically embedded
in Z". Can you think of some conditions such that X can be isometrically embedded
inz"?

3.15. Let A and B be two bounded polygons in the plane. Show that

8(A,B) = a(A) + a(B) - 2a(An B)

is a metric on set of all bounded polygons in a plane, where a(A) denotes the area
of A. Also, show that it is not topologically equivalent to the Hausdorff distance.

3.16. Show that the metric § defined in the Exercise 3.15. is topologically equivalent to
the Hausdorff distance if we restrict § to the set of convex bounded polygons in
the plane.



4 Product and quotient metric spaces

In this chapter, we study the metrics defined on the product and quotient of metric
spaces.

4.1 Product of metric spaces

Let {(X,.d,) | @ € A} be a family of metric spaces. We can ask whether the product
[ T4en Xo is ametric space. It is obvious that we can define the discrete metric on [ [, Xq-
We can further ask whether there is a metric on [, X, using the metrics on X, a € A.
We will answer this question by considering different possibilities on the indexing set A.
We are indeed interested in the minimal possibility of open setsin [ [, X, such that the
projection maps are continuous. We will discuss this after we define the topology.

Example 4.1.1. Let (X;,dy),..., (X, d,) be n metric spaces. Let x = (x,...,X,) andy =
V1, --->yn) bein [T, X;. Define d : [Ti, X; x [T, X; — Rby

d(x.y) = (Z di(Xi>yi)2> -
i-1

We can check that d is a metric on [, X;.

Example 4.1.2. Let| - | be anormon R". Let (X, d,), ..., (X,, d,) be n metric spaces. Let
X=X, Y = Wo-e 5 V), @and z = (2q,...,2,) be in [[, X;. Define d : []L, X; x
[Tiei X; — Rby

d(x.y) = ||(d1(X1»)’1)’ . -~’dn(xn’yn))“-

We can check that d is nonnegative and symmetric and that d(x,y) = 0 if and only if
x =y. For the triangle inequality, let x, y, z € [\, X;. Then

d(x.y) +d(y, 2) = |(dy (1, 1), - Gy O y)) |
+ (131 21)s - Ay s 2)) |
> [|(dy (63 31) + dy (V1 21)5 - > Ay (X5 V) + A > ) |
> |(d106, 29), ., dp (X, 29))|
=d(x,z).

Hence d is a metric on [}, X;.

Later, we will prove that all the norms of a finite-dimensional vector space are Lip-
schitz equivalent. Therefore it is sufficient to deal with one metric on []}, X; if it is de-

https://doi.org/10.1515/9783111636085-004
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fined with the help of a norm on R" as given in Example 4.1.2 (as far as open sets or
closed sets are concerned).

Let {(X;,d;) | 1 < i < n} be a set of n metric spaces, where n € IN. Consider the norm
|- ll, on R™ as defined in Example 2.2.4. Define a metric d, on ]'[,’.’:1 X; using the norm
|l -l @s defined in Example 4.1.2. Then we can check that for x = (xy,...,X,) € ]‘[?=1 X;
and r > 0, we have

Bdm x,r) = Bdl(X1> r)X--- X Bdn (Xp> ).

Proposition 4.1.3. Let {(X;,d;) | 1 < i < n} be a set of n metric spaces, where n € IN.
Let V be an open set in ([T, X;,d.,), and let x € V. Then there is an open set [\, U; in
(IT, X;, do) such that

where U; is open in (X;, d;).

Proof. We first show that if U; is open in (X;, d;), then [T}, U; is open in ([T, X;, do)-
Letz = (2y,...,2,) € [[, U;. Since each U; is open in X;, there is a positive real
number r; such that

Bd,-(zi» rl‘) C Ui'

Letr = min{ry,...,r,}. Then

n

By (z,1) = By (21,1) X -+- X By (zp,T) € H U;.

i=1
Now let V be an open setin [ ]}, X;, and letx = (xy,...,X,) € V.Since Visopenin []i, X;,
there isr > 0 such that

B, x,r)ycV.

Note that By_(x,r) = By (x;,1) X --- X By (X, 1) and U; = By (x;, 1) is open in X;. This
completes the proof. O

Corollary 4.1.4. Let {(X;,d;) | 1 < i < n} be a set of n metric spaces, where n € IN. Then
each open set in ([Ti; X;, d,) is a union of open sets of the form [[i, U;, where U is open
in (X;, dy).

Corollary 4.1.5. Let {(X;,d;) | 1 < i < n} be a set of n metric spaces, where n € N. Then
the projection maps 7; : [ [, X; — X; defined by m;(xy, ..., X,) = X; are continuous.
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Proof. Let U; be open sets in X;. Then
1 n
() =[]V
j=1
where

V:{Ui ifj =i, -

/ X] otherwise.

Let us consider a countable family {(X;,d;) | i € N} of metric spaces. The idea of
giving a metric on []7% X; with the help of a norm as defined in Example 4.1.2 may not
work in this case. It may yield a divergent series. For example, let X; = R, and let d; be the
discrete metricon X; for all i € N. Consider the £, norm ||-|l;. Define d : [0 Xix[ T Xi —
R by

A(06)s On)) = Y Ay, Y)-
i=1

Let (a,) and (b,,) be two elements in []{°, X; such that a,, # b, for all n € N. Then

Mg

(@, (b)) = Y1

Il
—_

which is not a convergent series. For a collection {(X;,d;) | i € N} of metric spaces, we
define d : [[7% X; x [T X; — Rby

v1odiGgy)
d(x,y) = —_TeJY

Y l; 201+ d; (%, 1)

for x = (x,) andy = (y,). We can check that d is a metric on the product [ ;% X;. We can
also define the metric d on [ X; as follows:

[e9)

d(X)y)
d(x,y) = a.#,
i; 1+ di0gyy)

where ) a; is a convergent series of positive terms. If each d; were a bounded metric of
diameter at most 1, then we could have defined the metric d on [];; X; as follows:
v iy
d(x,y) = Z - 1)
i=1
Proposition 4.1.6. Let {(X;,d;) | i € N} be a collection of bounded metric spaces of diam-
eter at most 1. Let d be the metric on the product [ [, X; as defined in equation (4.1). Let V
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be an open set in ([ 175, X;, d), and let x € V. Then there are n € N and an open set [ ]2, U;

in (1%, X;» do), where U; is open in X; for 1 < i < nand U; = X; for all i > n such that

Proof. Letn € N. We first show that [];% U;, where U; is open in X; and U; = X; for all
i>n,isopenin[]2 X;. Letz = (2;) € [[7 U;. Foreach1 < i < n, there isr; > 0 such that

B, (z;r) € U;.
Let
. [y T
r=min{ -, =,..., = .
{2 22 2"}

Lety = (y;) € By(z,r). Then for each 1 < i < n, we have

di(zy,y;) r;
% <d(zy)<r< 2—1

Therefore d;(z;,y;) < r;. This implies that
y=0¢ Bdl(zlsrl) XX Bdn(zn’rn) X Xnsy X Xpyg X oo

<

—

]
JuN

U,

1

Sincey € By(z,r) is arbitrary, B;(z,r) < [[{5 U;. This shows that z is an interior point of
[1:2, U;. Since z € []2, U; is arbitrary, [1;%; U; is open.

Now let V be an open set in [];>, X;, and let x = (x;) € V. Then there is r > 0 such
that

Bd(X, r) cV.

Choose n € IN such that

NS

< 1
) %S
i=n+1
Consider the open set

r r
B:Bdl<xl’ﬁ> X"'XBdn<Xn’ﬂ> XXn+1 XXYHZX'“'

Note that x € B.Lety = (y;) € B. Then d;(x;,y;) < ﬁ for all1 < i< n. Then
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d(x,y) = Z d; (Xv)’1
i=1

_ z di(xii’yi) . 020: di(xii»)’i)
i=1 2 i=n+1 2
r r
<N+ -
2n 2
=T.

Therefore y € B;(x, r). This shows that B € B;(x,r). Thus we have

XeBcV. O

We can show that an open set in (15, X;, d) is the union of open sets [ U;, where
U; is open in X;, and U; = X; for all i > n. We can also show that each projection map is
continuous. Note that

where U; is open in X;, and U; = X; for alli > n.
Let F; be closed in X;. Then

This shows that ;% F; is closed in []7% X;

Proposition 4.1.7. Let X be a nonempty set, and let Z be the set of all sequences in X. Let
X=(Xp),y =0 €Z Definep:ZxZ — Rby

ifx=y,
otherwise.

0
P(X,)’) = { 1

min{ieN|x;#y;}
Then p is a metric on Z.

Proof. We will only show the triangle inequality. Let x = (x,),y = (y,), and z = (z,,) be
in Z. If any two of x, y, and z are equal, then the triangle inequality holds. Suppose that
X#Yy,y+zandz # x. Let

l=min{ie N|x;#y;}, k=min{ie N|y; #z},

m=min{i € N | z; # x;}.

Note that for i € N, if x; = y; and y; = z;, then x; = z;. Therefore
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m > min{l, k}.

This implies that

IN

—~ =

Sk
| =

This proves the triangle inequality. O

Proposition 4.1.8. Let (X,d') be the discrete metric space, and let Z be a set of se-
quences in X. Then the metric space (Z, p) is topologically equivalent to the metric space
([12, X, d), where p and d are the metrics defined in equation (4.1) and 4.1.7, respectively.

Proof. Note thatif U is an open set in (Z, p) containing x = (x;) € Z, then B(x, %) c U for
somen € N. Lety = (y;) € Z. Then

1 1
Y€ Bp<x, E) o dx,y) < "

S = L
min{i € N | x; #y;}

1
<_
n
e n<min{i e N|x; #y;}

o x;=y;foralll<i<n

eye{x)x XX} xXxXx---.

This shows that
1
BP<X,E) = x g x X x X x -

By Proposition 4.1.6 and the discussion above we can observe that U is open in (Z, p) if
and only if U is open in (T2 X, d). O

Let us consider an arbitrary family {(X,, d,) | a € A} of metric spaces. Let aa be the
standard bounded metric on X, corresponding to d,. Let x = (x,) andy = (y,) be two
elements in [, X,. Define d : [Tyep Xy X [Tgen Xo — Rby

d(x,y) = sup{aa(xa,ya) | a € A}

We can check that d is a metric on [],, X,. This metric is called the uniform metric on
the product [[,ep Xq-

4.2 Metric-preserving maps

Let us revisit Example 4.1.1. Consider it for two metric spaces (X, dy) and (Y, dy). The
metric d on X x Y is defined by
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d((X1,y1), (X3, 39)) = (dX(Xl’XZ)z + dY(le)’Z)Z)%~
Let us denote [0, co) by R,. Define the map
p:(XxY)x(XxY) - R, xR,
by
P01, 31) (X2,¥2)) = (dx (X1, Xp), dy (Y1, Y2))-

Now we define f : R, x R, — R, by

(I

fo0y) = (X +y)2.

Clearly, d = fop. We can do the same for an arbitrary product of metric spaces as follows.
Let {(X,.d,) | @ € A} be an arbitrary family of metric spaces. Let § = (d,) e, be the
collection of metrics d,,. Let Z = [],., X,,, and let x = (x,) and y = (y,) be in Z. Define

Ps - ZxX7Z — ﬁi\
by
pg(X,))) = (da(xa’ya))' 4.2)

Let us study the properties of a function f : A — R, such that f o ps is a metric on Z,
where Impg € A € ﬁi\. Let

0:ZxZxZ >R xR xR
be the map defined by

a(x,y,2) = (ps(x,y), ps(x, 2), ps(y, 2))-

Let us generalize Definitions 2.3.4 and 2.3.6 as follows.

Definition 4.2.1. Let A € [],ca ]}_lﬁ. Amapf:A — R, is called
() subadditive if for all X,y € [Toep Ko

fx+y) <fO)+f),
(ii) amenable on A if £71{0} = {(0)}.

Theorem 4.2.2 (Borsik and Dobos). Let {(X,,d,) | a € A} be an arbitrary family of metric
spaces. Let § = (d,),cp be the collection of metrics d,. Let pg be the map as defined in (4.2),
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let A be a subset of []4cp I}_Ii\ containing the image Imp, and let f : A — R,. Then f o pg is
a metric on Z = [],ep X, if and only if

(i) f is amenable onIm pg,

(i) forallx,y,z € Impg such that (x,y,z) € Imag, we have f(x) < f(y) + f(2).

Proof. Suppose that f - ps is a metric on Z. Let x € Im ps. Then there exist a,b € Z such
that ps(a, b) = x. Therefore

0=fx) =f(ps(a,b)) ® a=b o x=(0).

This proves (i). Now let x,y,z € Impg be such that (x,y,z) € Ima. Then there exist
a, b, c € Z such that

ps(a,b) =x, psla,c)=y and pgb,c)=z.

Therefore

f00) =f(ps(a, b))
<fops(ac)+f o psb,c)
=fy) +f(2).

This proves (ii).
Conversely, suppose that the conditions (i) and (ii) hold. Clearly, f - ps(x,y) > 0 and
fops(x,y) =fopsy,x). Letx = (xg),y = (¥,) € Z. Then

0=1fe°ps(x.y)
=f(psx.))
& ps(x.y) = (0)
© Xy =Y foralla e A

o xX=Yy.
Letx,y,z € Z.Then a(x,y,z) € Img. Therefore

f °P5(X>)’) Zf(Ps(X»)’))
<f(ps(x.2)) +f(ps(2.y))
=f°p5(X,Z) +f°Pa(Z>)’)'

This shows that f - ps is a metric on Z. O

Definition 4.2.3. Amapf : ﬁﬁ — R, is called a metric-preserving map if f o pg is a
metric for every collection of metrics § = (d,)ea-



4.3 Quotient metric space =—— 135

Proposition 4.2.4. Letf : ﬁi\ — R, be a metric-preserving map. Then f is amenable.

Proof. Leta € R,. Let d be the usual metric on R. Then there exist x,y € R such that
d(x,y) = a. Define a collection § = (d,),cp Of metrics such that d, = d for every a € A.
Note that Im pg = ﬁi\. Then by Theorem 4.2.2 f is amenable. O

Letx,y € R}, We say that x < yify - x € Il_lﬁ. Letx,y,z € ﬁi\ be suchthatx <y +z,
Yy <z+Xx,and z < x +Y. By the abuse of language, we will also call such a triple (x, y, z)
a triangle triple.

Proposition 4.2.5. Letf : ﬁﬁ — R, be a metric-preserving map. If (x,y, z) € 1[_{1: xﬂ_lﬁxﬁﬁ
is a triple, then f(x) < f(y) + f(2).

Proof. Leta,b,c € R,, and let d be the usual metric on R?. Then there exist X,y,z € R
such that d(x,y) = a, d(y,z) = b, and d(z,x) = c. Define a collection § = (d;)qep Of
metrics such that d, = d for every a € A. Note that

{(x,y,2) € ﬁ{: X ﬁf x ﬁﬁ | (x,y,z) is a triangle triple} < Im pj.
Then by Theorem 4.2.2, f(x) < f(y) + f(2). O

By Theorem 4.2.2 and Propositions 4.2.4 and 4.2.5 we have the following:

Theorem 4.2.6 (Borsik and Dobos). Let {(X,,d,) | a € A} be an arbitrary family of metric
spaces. Let § = (d,;) 4ep be the collection of metrics d,,. Let ps be the map as defined in (4.2).
Thenf : ﬁﬁ — R, is a metric-preserving map if and only if

() f is amenable,

(i) for all triangle triples (x,y,z) € ﬁi\ X ﬁﬁ X ﬁﬁ, we have f(x) < f(¥) + f(2).

4.3 Quotient metric space

Definition 4.3.1. Let X be a nonempty set. Thenamapd : X xX — Ris called a pseudo-
metric on X if for all x,y,z € X, the following conditions hold:

@H dxy) =0,

(i) ifx =y, thend(x,y) =0,

(i) dx,y) =dy,x),

(iv) d(xy) <d(x,z)+d(z,y).

The pair (X, d), where X is a nonempty set and d is a pseudo-metric on X, is called a
pseudo-metric space. If (X, d) is a pseudo-metric space, then we can prove that |d(x,z) -
d(y,z)| <d(x,y) forall x,y,z € X.
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Example 4.3.2. Every metric space is a pseudo-metric space. Let X be a set containing
at least two elements. Defined : X x X — Rbyd(x,y) = 0forall x,y € X. Thendisa
pseudo-metric but not a metric on X.

Example 4.3.3. Let R[a, b] denote the set of all Riemann-integrable functionsf : [a, b] —
R. Define d : R[a, b] x R[a,b] — R by

b

df.g) = jlf(t) - g(v)at.

a

Then d is a pseudo-metric on R[a, b]. The value d(f, g) may be 0 without f = g, for ex-
ample, if f and g are two Riemann-integrable functions that differ only at finitely many
points of [a, b], then d(f, g) = 0.

Example4.3.4. Letf : X — R be a map. Definethemapd : X x X —» Rbyd(x,y) =
[f(xX)-f()|. Then d is a pseudo-metric on X. We can easily prove that d is a metric if and
only if f is injective.

Example 4.3.5. The Hausdorff distance d(A4,B) defined on the set of all bounded
nonempty sets of a metric space is a pseudo-metric.

Proposition 4.3.6. Let V be a normed linear space, and let W be a subspace of V. Then
themap dy, : V/W x V/W — R defined by

dy(x+ W,y + W) =inf{|lx -y + w|| | w € W}

is a pseudo-metricon V/W.

Proof. We can clearly observe that dy,(x + W,y + W) > 0, dy,(x + W,x + W) = 0, and
dyx+W,y+ W) =dy(y + W,x + W). Now we prove the triangle inequality. Observe
that

dy(x+W,y+ W) =inf{|lx -y +w| | w e W}
= inf (x—z)—(y—z)+g+%v”|we W}

< inf; (x—z)+% +

(y—z)+%“‘wew}

< inf (x—z)+%”|wew}

+ inf{

(y—z)+% 'weW}

<dyX+W,z+ W) +dy(z+W,y+ W). O

Remark 4.3.7. We can observe thatdy,(x + W,y+ W) =0ifand onlyifx -y e CL W.
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Let T : V. — W be a surjective continuous linear transformation, and let K = Ker T.
By Proposition 4.3.6 and Remark 4.3.7 we can note that V/K is a normed space. We can
also check that the map T : V/K — W defined by

T(x+K) = T(x)

is a bijective linear transformation.

Theorem 4.3.8. Let V and W be two normed spaces, and let T : V. — W be a surjective
continuous linear transformation. Let K = Ker T. Then themap T : V/K — W defined
above is a bijective continuous linear transformation, and |T|| = |T|.

Proof. Lety € x + K, where x € V. Then
ITCc+ O = 1T < ITHIYI-
This implies that

T+ K| < 1T inf{llyll | y € x + K}
=|Tllx + K].

This shows that T is continuous. Now note that
ITIl = sup{|T(x + K)|| | Ix + KIl < 1} < |T|.
Let x € V be such that | x| < 1. Then

Ix + K| = inf{|x +z| | z € K} < |Ix]| < L.

Therefore
ITCOl = |T0x + K
< sup{|Tw+K)| | lw+ K| < 1}
=|TI.
This shows that
ITI = sup{|TCO| | IxIl <1} < IT].
Thus |T| = [IT]. O

Let (X, d) be a pseudo-metric space. Define a relation ~ on X by x ~ yif d(x,y) = 0.
Then we can check that ~ is an equivalence relation on X.
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Proposition 4.3.9. Let (X, d) be a pseudo-metric space, and let ~ be the equivalence rela-
tion defined above. Let X = X/ ~. Then themap d : X x X — R defined by d(X,y) = d(x, y)
is a metric on X.

Proof. We first show that d is well defined. Let x;, x, € X and y;,y, € y. Then

d(xy,y1) < d(x3, Xp) + d(Xp,y3) + A2, Y1) = d(X3,Y7),

and

d(x,y;) < d(Xg, X7) + d(X3,y1) + d(y1,y,) = d(xq, 1)

This shows that d(xq,y;) = d(xy,y,). Suppose that d(X,y) = 0. Therefore d(x,y) = 0. This
implies that x ~ y, which shows that X = y. We can easily show that the other conditions
of a metric are satisfied. O

We will write X/d instead of (X/ ~,d) and use the same symbol d in place of d to
denote the metric on X/d.

Let (X, d) be a metric space, and let R be an equivalence relation on the set X. Define
themapd, : X x X —» Rby

dp(X,y) = inf{d(py, qo) + d(py, @) + -+ + d(Pp, 4)},

where the infimum is taken over all the finite sequences (py,pss---,P,) and (qg. G4 - - - »
g withpy =X, q, =y,and q; = p;; foralli =1,2,...,n—1. We can check that dj satisfies
the first three conditions of a pseudo-metric space. We now prove that it also satisfies
the triangle inequality. Let X, y,Z € X/R.Let pg, 1> - - > Pn> 40> G1> - - - > Qs p0 pl, ..os Dy and
409} ----q), be such thatpy = X, q, =y = p_()a =Zq; = Py, and ¢ = pj, for all i
and j. Then

m
Z d(p;, q) + Z d(p),q)) = Z Ap;, @) + APy, @) + d(po, @) + Y. d(}, q)
i=0 j=1

n-1

> ) d(py, q;) + APy Gp) + Z d(p}, qp).
i=0 j=1
Considering the infimum over all such p; and g;, we get

(X, 9) + A3, 2) > dg(X, Z).

Thus dy is a pseudo-metric on X/R. By Proposition 4.3.9 we can define a metric on the
quotient of X/R, which we call the quotient metric. We denote it by the same notation
(X/R, dp). The space (X/R, dy) is called the quotient metric space.
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Definition 4.3.10. Let (X, dy) and (Y, dy) be pseudo-metric spaces. Thenamap f : X —
Y is called nonexpansive if for all x,y € X,

dY(f(X)JC(Y)) < dX(X>y)'

We can check that the pseudo-metric d defined above satisfies the following uni-
versal property:

Iff : X — Y is a nonexpansive map such that f (x) = f(y) whenever X =y, then there is a
nonexpansive map f : X/R — Y such that the following diagram commutes:

X —~5 X/R
N
Y

where v is the quotient map.

Let V be a normed space, and let W be a subspace of V. Then the relation R on V
defined by (x,y) € Rif x — y € W is an equivalence relation V. Observe that for each
x € V, the equivalence class X = x + W. We now observe that dp = dy, .

Let py, Py, . .., P, be such that py = X, g, =y, and q; = p;,1 for all i. Then

z ap;»qi) = Z”(Pi -q)|

i=0 i=0
=Ipo — qoll + Ip1 — @il + -+ + IPp = Gyl
=Ipo — qoll + lIqo + w1 — @4l + -~ + lIgn_q + Wy — Gyl

2 [P = Gn + Wy + -+ wy).
This shows that
dr(X,y) = diy (X, ).
Note that
{Ix-y+wllwew}={lp-qll1p=q}
< {ijl(pi - ) \p—o=7,q—n=y,q—i=mvt}.
i=
This shows that
dp(X,y) < dy (X, ).

Hence dp(X,y) = dyy (X, y).
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Exercises

41.
4.2.

43.

44,

4.5.

4.6.

4.7.

4.8.

4.9.

4.10.

First of all, complete whatever is left for you as exercises.

Let {(X;,d;) | i € N} be a bounded countable family of metric spaces. Consider the
metric d on [ X; as defined in equation (4.1). Let ¥ be a metric space. Then show
thatamapf : Y — [ X; is continuous if and only if miof 1 Y — X;is continuous
for all j, where 7 is the jth projection.

Let {(X,,d,) | @ € A} be an arbitrary family of metric spaces. Consider the uniform
metric on [ ], X,. Check whether the statement of Exercise 4.2. holds in this case
or not.

Let (T3, X;, d;) be the metric space as in Exercise 4.2. Show that each projection is
an open map.

Let (] [4ep Xq» d) be the metric space as in Exercise 4.3. Check whether the statement
of Exercise 4.4. holds in this case or not.

Consider a group (G, ») that is also a metric space. Suppose that x — x ! is a con-
tinuous map on G. Further, consider a metric on G x G such that the binary op-
eration o is continuous. Let U be an open set containing the identity e of G. Show
that U contains an open set V containing e such that V2 ¢ U and V! = V, where
V2= {xy | x,y € V}and Vvi=(xlixevV}

Consider a group (G, ) that is also a metric space. Suppose that all the hypotheses
of Exercise 4.6. hold. Show that the closure of each subgroup is also a subgroup.
Also, show that if H is an open subgroup, then it is also a closed subgroup of G.
Show that d’((x;, Y1), (X, 35)) = [(X] — X,) + (1 —¥,)| is a pseudo-metric on R?. Also,
show that R? /d is isometric to the real line.

Consider [0,1] with the usual metric d. Let R be the equivalence relation on [0,1]
defined by (0,1) € R with the other elements related to themselves only. Explore
the quotient metric space ([0,1]/R, dg).

Letf : ]}_li\ — R, be ametric-preserving map. Show that f is continuous if and only
if f is continuous at 0 € ..



5 Sequences in metric spaces

In this chapter, we study the convergence of sequences in a metric space. We also study
the complete metric space.

5.1 Convergent sequences

Recall that a sequence in a metric space X isamap f : N — X. If f(n) = x,, then x,, is
called the nth term of the sequence. We denote a sequence by (x,,) or

X>Xg5 oo os Xy v v -
Example 5.1.1. Let ¢ € X. Then the map f : N — X defined by f(n) = cforalln € Nis
called a constant sequence in X.

Example 5.1.2. Letm € N and ¢ € X. Let (x,,) be a sequence in X such that x,, = ¢ for all
n > m. We say that this sequence is constant on the tail.

Definition 5.1.3. A sequence (x,,) in a metric space X is said to converge to a point x in
X if each open ball B(x, €) around x contains all but finitely many terms of the sequence
(x,,) or, equivalently, if for each € > 0, there exists k € N such that

n>k = dx,x)<e.

Ifasequence (x,,) in X convergesto x € X, then we say that (x,,) is a convergent sequence.
If a sequence (x,) converges to x € X, then we also say that x is the limit of (x,) or

X, tends to x. We denote this by

lim x, =x or x,— X

n—oo

A sequence (x,) in X that is not convergent is called a divergent sequence. Observe from
the definition that if a sequence (x,,) in X converges to x € X, then the sequence (d(x,, x))
converges to 0 in the real line.

Example 5.1.4. A constant sequence (c) in a metric space X is convergent, since for any
€ > 0, the open ball B(c, €) contains all the terms of the sequence.

Example 5.1.5. Consider the sequence (%) in the real line R. Let € > 0. By the Archime-
dean property there exists k € N such that k > % This implies that

In other words,

https://doi.org/10.1515/9783111636085-005



142 — 5 Sequences in metric spaces

n2k=>‘1—0 <€
n

Therefore rll =0.

Example 5.1.6. The sequence (%) is not convergent in (0, 1] with the metric induced by
that of the real line. On the contrary, suppose that it converges to x € (0,1]. Then for
€= %‘ there is k € N such that

nzk:ll—x <£.
n 2
This implies that
n2k=>)—( <1
2 n

This is a contradiction.

Example 5.1.7. Let (x,) be a convergent sequence in the discrete metric space X such
thatx, » x e X.Fore = %, there is k € IN such that

n>k = dx,x) < %

This shows that (x,,) is constant on the tail.

Example 5.1.8. The sequence (n) in the realline R is divergent. On the contrary, suppose
that (n) converges to some x € R. Then by the Archimedean property there exists k ¢ N
such that k > x. Then forn > k,n > x. Let 0 < € < k — x. Then the open interval
(x — €,x + €) contains no point of the sequence (n), a contradiction.

Example 5.1.9. Consider the sequence (-1)" in the real line R. Note that the open inter-
val (1 - % 1+ %) leaves infinitely many terms of the sequence (namely, —1) outside this
interval. Therefore 1 can not be the limit of this sequence. Similarly, -1 cannot be the
limit of this sequence. Let x € R\ {1, -1}. Let € = min{|1 - x|, | - 1 - x|}. Then the interval
(x - €,x + €) contains no terms of this sequence. Hence (-1)" is divergent in the real
line R.

Example 5.1.10. Let (x;) be a sequence in a metric space (X;, d;) converging to x; in X;,
where1<i<m.LetZ =[], X;, and let d be the metric on Z defined by

d(a,b) = < D di(ai,bi)2>

i=1

fora = (ay,...,a,) and b = (by,...,b,) In Z. Let € > 0. Then there are k; €« N (i < m)
such that



5.1 Convergent sequences =— 143

i €
n=> ki = di(X;l’Xi) < \/—m
Let k = max{k;,...,ky}. Then

i €
n>k = dix,,x) < T
Now for n > k, we have

1

2
i 2
d; (x> X;) )
1

M=

d(( . X, (X5 -5 X))

;

{
(52

1|
SN

This shows that the sequence (x,ll, ...>Xp') cONVerges to (Xy,...,Xy) in (Z,d).
Let p be a metric on Z that is Lipschitz equivalent to d. Then the sequence (x,l.l, e
x,’l") converges to (Xq, ..., Xy) in (Z, p).

Proposition 5.1.11. The limit of a convergent sequence in a metric space X is unique.

Proof. Letasequence (x,)in X convergetoxandyinX.Ifx # y,thene = [x-y| > 0.Since
X, — X, the open ball B(x, %) contains all but finitely many terms of the sequence (x,,).
In this case, the open ball B(y, g) will contain only finitely many terms of the sequence
(x,). This is a contradiction. O

Definition 5.1.12. Letf : N — X be a sequence in a metric space X, and leti: N —» N
be a strictly increasing sequence map. Then f o i : N — X is called a subsequence of the
sequence f. We denote the subsequence of a sequence (x,) by (x; ), where i, = i(n).

Example 5.1.13. Consider the sequence (x,) in R with x,, = n?, that is, the following
sequence:

1,4,9,16,25,... .

Leti: N — N be the map defined by i(n) = 2n - 1. Then the subsequence (x; ) of the
sequence (x,) is the following:

1,9,25,....

Proposition 5.1.14. A subsequence of a convergent sequence in a metric space is conver-
gent.
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Proof. Let (x,) be a sequence in a metric space X such that x, — x in X. Let (x; ) be a
subsequence of (x,). We will show that x; — x. Let e > 0. Since x, — x, thereisk € N
such that

n >k = d(x,x).
We can inductively observe that i, > nfor all n € N. Now
i,>n=1i,>k
Therefore, for i, > k, we have d(x; ,x) < €. This shows that x; — x. O
A divergent sequence may have a convergent subsequence. For example, the se-

quence (-1)" is divergent, but it has a constant subsequence (1).

Proposition 5.1.15. A set A in a metric space X is closed if and only if every sequence in
A that converges in X has its limit in A.

Proof. Let A be closed in X, and let (x,,) be a sequence in A such that x,, - x € X. We
claim that x € A. On the contrary, suppose that x € X \ A. Since X \ A is open, there is an
open ball B(x, €) contained in X \ A. Since the sequence (x,,) lies in A, B(x, €) contains no
term of the sequence. This is a contradiction.

Conversely, suppose that every sequence in A that converges in X has its limit in A.
If the derived set D(A) is the empty set, then A is closed. Suppose D(A) # @ and x € D(A).
Then for each n € N, the open ball B(x, %) contains a point x,, of A other than x. In turn,
we get a sequence (x,,) in A. We claim that x,, — x.

Let € > 0. By the Archimedean property of R, there is k € N such that ,1( < €. Then

Xy € B(x, %) C B(x,€).

Also, for n > k, we have

1 1
X, € Bl x,= | <B| x,— ) € B(x,€).
SR CHELE
Hence x, — x. By the assumption, x € A. Since x € D(A) is arbitrary, D(A) < A. This
shows that A is closed. O

Example 5.1.16. We can use Proposition 5.1.15 to show that (0,1] is not closed in R. The
sequence (%) in (0,1] converges to 0 in R but not in (0, 1].

Proposition 5.1.17. Let X be a metric space, and let A € X. Then x € X is a limit point of
A if and only if there is a sequence (x,,) of distinct terms in A such that x,, — x.
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Proof. Let x € X be alimit point of A. Then there is a point x; € B(x,1) N A other than x.
Suppose that we have inductively obtained n distinct terms Xy, . .., X, other than x. Since
the derived set of the set K = {xy,..., x,,} is empty, K is closed in X. Therefore

B<X,L>D(X\K)
n+1

is open in X and contains x. Since x is a limit point of A, there is

1
X1 €EBlXx, — |]Nn(X\K)NA
wieB(x ) a @R

other than x. By an argument similar to that in the proof of Proposition 5.1.15 we get
X, > X.

Conversely, suppose that (x,,) is a sequence of distinct terms in A such that x,, — x.
Let € > 0. Then there is k € IN such that

n>k = x, € B(x,¢).

This shows that B(x, €) contains a point of A other than x. Hence x isalimit point of A. [

Proposition 5.1.18. Let X and Y be metric spaces. Thenamap f : X — Y is continuous at
x € X if and only if for every sequence (x,) in X such that x, — x, we have f(x,) — f(x).

Proof. Letf : X — Y be a continuous map at x € X, and let (x,,) be a sequence in X such
that x,, — x. Choose € > 0 and an open hall B(f(x), €) around f(x). Since f is continuous
at x, there is § > 0 such that

f(B(x,8)) < B(f(x),€). 5.1
Since x,, — X, B(x, 6) contains all but finitely many terms of the sequence (x,). Let

Xps X o5 X

m

be the terms of the sequence (x,) that are outside the open ball B(x, §). From equa-
tion (5.1) we see that there are at most m terms of the sequence (f(x,,)) that are outside
the open ball B(f(x), €). This shows that f(x,) — f(x).

Conversely, suppose that f(x,) — f(x) as x,, — x. On the contrary, suppose that f is
not continuous at x. Then there is € > 0 such that for all § > 0, we have

dy,x) <& but d(fy),.f(x))=e.

In other words,

yeBx,8) but f(y)¢B(f(x)e).
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For each n € NN, choose x,, € B(x, %). By an argument similar to that in the proof of
Proposition 5.1.15 we get x,, — x. By the assumption, f(x,,) — f(x). This is a contradiction
asf(x,) ¢ B(f(x),e) for n € N such that % < &. Hence f is continuous at x. O

We may use Proposition 5.1.18 in showing that a certain function is not continuous
at a certain point.

Example 5.1.19. Consider the map f : R — R defined by

0 ifxeq,

Jo = {1 ifxe R\ Q.

Let x € R be a rational number. Choose a sequence (x,,) of irrational numbers such that
X, — x. Then f(x,,) = 1for alln € N, but f(x,) + f(x) = 0. Hence f is not continuous at
the rational numbers. Similarly, f is not continuous at irrational numbers.

Example 5.1.20. Consider the map f : R — R defined by

X
f(X,y) = JlX2+y2 lf (X’y) + (0,0),
0 if(xy)=(0,0).

Consider the sequence (%, 1) in R% Note that (%, 1) — (0,0) and

(A1)

n’n n+1
Since f(0,0) = 0, f is not continuous at (0, 0).

Let (X, d) be a metric space. Let x,y, a, b € X. By the triangle inequality we have

d(x,y) < d(x,a) +d(a,b) + d(b,y).

This implies that
d(x,y) —d(a,b) < d(x,a) + d(b,y).

By a similar argument we have
d(a,b) - d(x,y) < d(x,a) + d(b,y).

Therefore we have
|d(x,y) - d(a,b)| < d(x,a) + d(b,y). (5.2)

Suppose X x X is provided with a metric such that (x,,y,) — (x,y) implies that x,, — x
andy, — y, for example,
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d' (X3, Y1), (X2,¥2)) = d(xy, Xp) + d(y1, ).

By equation (5.2) we have
|d(xpyn) — A6 Y)| < d(xy, X) + d (Y, V).

If (X, yn) — (x,y), then d(x,,y,) — d(x,y). This shows that under such an assumption,
the metric d is continuous map from X x X to R.

Remark 5.1.21. If X x X is provided with a metric such that (x,,y,) — (x,y) does not
imply that x, — x and y,, — y, then the metricd : X x X — R need not by continuous.
For example, consider a bijective map f : X — X which is not continuous such that
X, — xbutf(x,) - u = f(v) # f(x). Define the metric

d, X xX >R
by
d’((Xl’)ﬁ), (X2, ¥2)) = d(f (X)), f (X)) + A(f (1), f ().

Now

d' (X, 0), (v, 0)) = d(f (X)), ().

Then (x,,,0) — (v,0), butx,, +~ v.

Remark 5.1.22. In the forthcoming, we will discuss the product topology. The above re-
mark implies that the product topology is different from the topology induced by such
a metric.

Let us consider the following proposition, whose proof is left as exercise.

Proposition 5.1.23. Let (x,,) and (y,) be sequences in R™ such that x, — x andy, — y.
Then

D xp+y,—=x+y,

i) xy, —

(i) ax, - axforaeR.

As an application of Propositions 5.1.18 and 5.1.23, we have the following:

Corollary 5.1.24. The binary operation of usual addition, pointwise multiplication from
R™ x R™ to R™, and the scalar multiplication from R x R™ to R™ are continuous maps.

From the inequality

[l = Il < Ix =yl
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we see thatif x, — xin a normed space V, then |x,, || — [x]| in R. This shows that a norm
is a continuous map from V to R.

Proposition 5.1.25. Let d; and d, be Lipschitz equivalent metrics on a nonempty set X.
Then a sequence (x,) is convergent in (X, d,) if and only if (x,,) is convergent in (X, d,).

Proof. Since d; and d, are Lipschitz equivalent, there are positive constants m and M
such that

md;(x,y) < dy(x,y) < Md;(x,y)

for all x,y € X. Let x,, be a sequence in (X, d;) such that x,, converges to x in (X, d;). Let
€ > 0. Then there is k € IN such that

€
n=k= dx;x) < 7

Therefore d,(x,,x) < Md(x,y) < €. This shows that x,, — x in (X, d,). We can similarly
show the converse. O

Proposition 5.1.26. Let d; and d, be metrics on a nonempty set X such that a sequence
(x,) is converges to x in (X, d,) if and only if (x,,) is converges to x in (X, d,). Then d; and
d, are topologically equivalent.

Proof. We will show that the closed setsin (X, d;) and (X, d,) are precisely same. Let F be
a closed setin (X, d;). Let x € X be a limit point of F in (X, d,). Then there is a sequence
(x,,) of distinct terms such that x,, — x in (X, d,). By the assumption, x, — x in (X, d,).
This shows that x € X is a limit point of F in (X, d;). Since F is closed in (X, d;), x € F.
Therefore F is closed in (X, d,). Similarly, a closed set in (X, d,) is closed in (X,d;). O

Example 5.1.27. We have seen that the metric spaces (X, d) and (X, d) are topologically
equivalent, where

d(x.y)

W) = T dyy

Let us use Proposition 5.1.26 to show this fact. Let (x,) be a sequence in X such that
X, — x in (X, d). This implies that d(x,, x) — 0. Then

d(xp, X)
1+ d(x,, x)
< d(x,,x) — 0.

a(xn, X) =

Therefore x,, — x in (X, d).
Conversely, suppose that x, — x in (X, a). This implies that a(xn,x) — 0. We claim
that the set {d(x,, x) | n € N} is bounded. On the contrary, suppose that {d(x,, X) | n € N}
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is unbounded. Then for each real number M > 0, there is k € IN such that d(xnk, Xx) > M.
This will imply that

d(X,, X)

0 e a0

This is a contradiction. Suppose d(x,, x) is bounded by some real number L > 0. Then

—= o dX,x) d(X,, X)
O X) = T a0 = 1+L

This implies that
d(x,, x) < 1+ L)d(x,, x) — 0.

This shows that x, — x in (X, d).

5.2 Complete metric spaces

In the last section, we defined a convergent sequence. To show that a sequence is conver-
gent, we need to know the point to which it is convergent. Sometimes, it may not be easy
to know to which point a sequence is going to converge. We saw that if a sequence (x,,)
converges to a point x, then the terms of the sequence are getting closure to x after some
kth term. We will see that if a sequence is convergent, then the terms of the sequence
will get closure after some kth term. Augustin-Louis Cauchy defined the convergent se-
quence for the real numbers in this way, which we now call a Cauchy sequence. We will
see that a convergent sequence is not exactly the same as a Cauchy sequence.

Definition 5.2.1. A sequence (x,) is a metric space (X, d) is called a Cauchy sequence if
for each € > 0, there exists k € IN such that

mn >k = dXx,Xx,) <e.

Example 5.2.2. Let (x,,) be a Cauchy sequence in the discrete metric space (X, d). Then
for e = 1, there is k € N such that

m,n =k = dxy, x,) <1

This shows that (x;,) is constant on tail.
Proposition 5.2.3. A convergent sequence in a metric space is a Cauchy sequence.

Proof. Let (x,) be a convergent sequence in a metric space (X, d) such that x, — xin X.
Let € > 0. Then there is k € IN such that
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n=k=dx,x) < g

Let m,n > k. Then d(x,,, X) < 5 and d(x,, x) < §. By the triangle inequality we have

m

AX > Xp) < A X) + (X, X) < g + 3= €.

Hence (x,,) is a Cauchy sequence, O

Example 5.2.4. A Cauchy sequence need not be convergent. Consider the subspace (0,1]
of R with the usual metric. Let € > 0. By the Archimedean property there is k € IN such
that % < n.For all m,n > k with n > m, we have

1 1

m n

< <E€E.

1
m

Sl

1
m

This shows that the sequence (%) is Cauchy. We have seen in Example 5.1.6 that ( ,11) is
not convergent in (0,1].

Definition 5.2.5. A sequence (x,) in a metric space is called a bounded sequence if the
set {x, | n € N} is a bounded set in X.

Example 5.2.6. The sequences ((-1)") and (%) are bounded sequences in R, whereas the
sequence (n?) is not a bounded sequence in R.

Proposition 5.2.7. A Cauchy sequence is a bounded sequence.

Proof. Let (x,) be a Cauchy sequence in a metric space X. For € = 1, there is k € N such
that

mn =k = dX,x, <1l
Let
M = max{d(x}, xy), d(Xp, Xp), - . ., d(Xp_1, Xy.), 1}.

Note that d(x,, x;) < M +1for all n € N. Hence (x,) is a bounded sequence. O
Corollary 5.2.8. A convergent sequence is a bounded sequence.

Example 5.2.9. A bounded sequence need not be Cauchy. For example, ((-1)") is
bounded in R but not Cauchy.

The following result characterizes when a bounded sequence is a Cauchy sequence.

Proposition 5.2.10. Let (x,) be a bounded sequence in a metric space X. For eachn € N,
let E, = {x; | | = n}. Then (x,) is Cauchy if and only if the sequence (diam(E,)) in R
converges to 0.
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Proof. Suppose (x,) is a Cauchy sequence. Let € > 0. Then there is k € IN such that
€
m,n >k = d(xy, x,) < 3
Note that X, X,, € Ey. Then diam(Ej) < 5. For n > k, E, < Ey. Then
. €
n >k = |diam(E,) - 0| < 5 <€

This implies that diam(E,,) — 0.
Conversely, suppose that diam(E,) — 0. Let € > 0. Then there is k € N such that

n>k = |diam(E,) - 0| <e.
This implies that d(x,,, x,,) < € for m,n > k, which shows that (x,,) is a Cauchy sequence.

O

Definition 5.2.11. Ametric space (X, d) is called a complete metric space is every Cauchy
sequence in X is convergent. If (X, d) is a complete metric space, then d is called a com-
plete metric on X.

We say that a normed space is complete if the metric induced by the norm is com-
plete. Also, we say that an inner product space is complete if the norm induced by the
inner product is complete. A complete normed space is called a Banach space, and a
complete inner product space is called a Hilbert space.

Example 5.2.12. The discrete metric space is complete.
Example 5.2.13. The space (0,1) as a subspace of the real line R is not complete.

Remark 5.2.14. We can define a metric on (0, 1) that is topologically equivalent to the
usual metric on (0, 1) and is complete with respect to the new metric. For example, define
the metric p on (0,1) by

POGY) = X -yl + m(x) m(y)‘

where m(x) = min{x, 1 - x}. Then p is complete on (0,1) and topologically equivalent to
the usual metric on (0,1).

Example 5.2.15. Consider the real line R. Define the map f : R — R by

Define the metric d on R by d(x,y) = |f(x) — f(y)|. Note that f is a homeomorphism
between R and (-1,1). Observe that f is an isometry from (R, d) to the subspace (-1,1)
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of the real line R. It is easy to observe that (R, d) is topologically equivalent to the real
line but (R, d) is not complete as (-1,1) is not complete.

Theorem 5.2.16. The set of real numbers R with the usual metric is complete.

Proof. Let (x,) be a Cauchy sequence in R. Then it is bounded in R. Let I and u be lower
and upper bounds of the set {x,, | n € R}, respectively, that is,

l<x,<u forallneN.
Consider the set
A ={y € R |y < x,, for infinitely many terms x,, of the sequence}.

Note that A # 0 sincel € A. Also, note that A isbounded above by u € R. Then by the least
upper bound property of R the supremum of A exists in R. Let x € R be the supremum
of A. We will show that x,, — x.

Let € > 0. Since x is the supremum of A, there is z € A such that

€
X—--<Z<X
2

Since z € A, infinitely many terms of the sequence are greater than or equal to x — g
Note that x + % ¢ A; otherwise, x would not be an upper bound of A. Therefore at most
finitely many terms of the sequence are greater than or equal to x + g Hence the open
interval (x - g X+ g) contains infinitely many terms of the sequence. Since (x,,) is Cauchy,

there is k € IN such that

€
mn=>k=|x,—Xx,| < 7

Choose x; € (x - 5,x + 5) such that t > k. Now for s > k, we have

[xg — x| < [Xg — X¢| + |X; — x|

JELE
2 2
<e€.
Thus x,, — x. O

By Example 5.1.10 we can see that R" with the usual metric is complete. The com-
pleteness is not preserved under a homeomorphism as R is complete but (0,1) is not
complete. A homeomorphism can send a Cauchy sequence to a non-Cauchy sequence.
For example, (%) is a Cauchy sequence in (0, 1), and the map f : (0,1) — (1, co) defined
by f(x) = % is @ homeomorphism, but (f (ﬁ)) = (n + 1) is not a Cauchy sequence in

(1, 00). We can easily observe that the completeness and being a Cauchy sequence are
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preserved under an isometry. We leave this as an exercise. We can also easily observe
the following proposition, whose proof is left as an exercise.

Proposition 5.2.17. Let d; and d, be Lipschitz equivalent metrics on a nonempty set X.
Then a sequence (x,,) is Cauchy in (X, d,) if and only if it is Cauchy in (X, d,). In particular,
(X,d,) is complete if and only if (X, d,) is complete.

Topologically equivalent metrics on a metric space X may not preserve the com-
pleteness. Let f : R — (0,1) be a homeomorphism. Define the metric p on R by

pe.y) = [f(x) - fO).

Then f is an isometry from (R, p) to (0, 1) with the usual metric. This shows that (R, p) is
not complete. Now the identity map I = f~'of is a homeomorphism from (R, p) to R with
the usual metric. This shows that p and the usual metric are topologically equivalent
metrics on R.

Theorem 5.2.18. The normed space (Cg[a,b], || - |l,) of continuous maps from [a, b] to F,
where

Iflloo = sup{[f ()| | x € [a, b1},
is complete.

Proof. Let (f,) be a Cauchy sequence in Ci[a, b]. Let € > 0. Then there exists k € N such
that

mnzk=|f-file <

w|m

This implies that for m,n > k and for all x € [a, b],

Ifm(X) _fn(x)| < "fm _fn"oo <

w|m

Therefore, for each x € [a,b], (f,(x)) is a Cauchy sequence in F. Since F is complete,
fnx) = y, in Ffor all x € [a, b]. This defines the map f : [a,b] — F by f(x) = y,. We
claim that f;, — f and f € Cg[a, b].

Since the absolute value defines a continuous map, by Proposition 5.1.18, foralln > k
and for all x € [a, b], we have

F00 = fu00] = | Him. £ () = f00)
= lim [f,, 00 ~ f,00)
<&

3

Since k is independent of x, f, — f.
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Letn > k and u € [a, b]. Since f,, is continuous, there is § > 0 such that
€
IX-ul<8=|f,00-f,(w)| < 3
Let u € [a, b] be such that [x — u| < § and n > k. Then

lf(x) _f(u)l < V(X) _fn(x)| + Ifn(X) _fn(u)l + lfn(u) _f(u)l

€ € €
<—+-+-
3 3 3

=€
This shows that f is continuous. Hence f € Cy[a, b]. O
Example 5.2.19. The normed space Ci[a, b] is not complete with the norm defined by

b

Il = Jlf(x)ldx.

a

Consider the sequence (f,) defined by

nix-a) ifxela,a+ %],
1 ifx € [a+1,b].

fn(X) = {

Note that each f,, is continuous map by the pasting lemma. For m > n, we have

a+l a+l
W —fil = m-n) | (x-a@ax+ j (1= n(x - @))dx
a a+t
211
“2n 2m
1
< —.
2n

Therefore (f;,) is a Cauchy sequence in Cg[a, b].
For each x € [a, D], f,,(x) — f(x), where

0 ifx=aqa,

fo = {1 if x € (a,b].

If Ci[a, b] is complete, then f, — f. This is a contradiction since f ¢ Cg[a, b].
Theorem 5.2.20. The normed space ¢,, where1 < p < oo, is complete.

Proof. We will prove the completeness for 1 < p < oo. The case p = oo is left as an
exercise.
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Letz € ¢, Then z : N — Fis such that
s 2
le(i)| < 00.
i=1

Let (x,) be a Cauchy sequence in £,. Let € > 0. Then there is k € N such that
mnzk=|x, —anlp <E.
Fori € N and m,n > k, we have
PXin (D) = X, (D] < X = Xl < €.

This implies that (x,(i)) is a Cauchy sequence in F for each i € IN. Since F is complete,

X,(1) — y;in F. Hence we get the map x : N — F defined by x(i) = y;. Again, since (x,)
is a Cauchy sequence in £,, there is k; € IN such that

N p P

mnz>k; = ;lxm(l) =X, (D[ < X —xn||§ <

Since the absolute value defines a continuous map, we have

ep

N
nzk =Y x-x0f < - (5.3)

i=1

Since equation (5.3) is true for all N € N, we have

S €
nzk =Y x-x0F < =.
i=1

In other words,

c€
I, —xllp <3 <e.

This shows that x, — x. Next, we show that x € £,. Now by the triangle inequality we
have

Ixll, = (Z|x(i)|”)
i=1
< <Z|x(i) —xn(i)|p> + <Z|xn(i)|p>
i=1 i=1

1
<er +xllp.

This shows that x € L’p. O
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Proposition 5.2.21. A metric space X is complete if and only if every Cauchy sequence in
X has a convergent subsequence.

Proof. Let X be a complete metric space. Then every Cauchy sequence being a subse-
quence of itself is convergent.

Conversely, suppose every Cauchy sequence in X has a convergent subsequence. Let
(x,) be a Cauchy sequence in X that contains a subsequence x,, such that x, — xinX.
Let € > 0. Then there is k € N such that

m,n =k = dXy,,X,) < g

Choose n; € N with n; > k such that
€
d(xni,x) < 7

Now for n > k, we have

d(x,, x) < d(Xani) + d(xnl_,x)

€ €
<-+z
2 2
=e
Hence x,, — x. O

Now we are interested in which sets in a complete metric space are complete as
subspaces.

Proposition 5.2.22. Let X be a complete metric space. Then a set F in X is complete if and
only if F is closed.

Proof. Suppose that a set F in a complete metric space X is complete. Let x € X be a limit
point of F. There is a sequence (x,) in F such that x,, — x. Since a convergent sequence
is Cauchy, (x,,) is Cauchy in F. Since F is complete, x € F. This shows that F is closed in X.

Conversely, suppose that F is a closed set in a complete metric space X. Let (x,,) be
a Cauchy sequence in F. Then (x,,) is also a Cauchy sequence in X. Since X is complete,
X, — xin X. Let

A={x,eF|lneN}cFcX.

Then the set A is either finite or infinite. First, suppose that A is finite. Since (x,,) is con-
vergent in X, the point x has to repeat infinitely times and must be from A. Therefore
x eF.

Now suppose that A is infinite. Then x is a limit point of A. Since A € F, x is a limit
point of F. Since F is closed, x € F. Hence F is complete. O
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Proposition 5.2.23. Let W be a finite-dimensional subspace of a normed space V. Then
W is closed in V.

Proof. Since W is finite dimensional over T, we can isometrically identify W with F"
for some n € IN. Since F" is complete, W is complete. Let (x,,) be a sequence in W such
that x,, — xin V. Then (x,,) is Cauchy in W. Since W is complete, x € W. This shows that
W is closed. O

We have seen above that a Cauchy sequence in not preserved under a homeomor-
phism, in particular under a continuous map. We will see below that a Cauchy sequence
is preserved under a uniformly continuous map.

Proposition 5.2.24. Let f : X — Y be a uniformly continuous map. If (x,) is a Cauchy
sequence in X, then (f(x,)) is a Cauchy sequence in Y.

Proof. Let (x,) be a Cauchy sequence in X, and let y, = f(x,). Let € > 0. Since f is
uniformly continuous, there is § > 0 such that for all x,y € X, we have

dix,y) <8 =d(f(x),f(y)) <e. (5.4)
Since (x,) is a Cauchy sequence, there is k € IN such that
m,n >k = d(xpy, x,) < 6. (5.5)
By equations (5.4) and (5.5) we have
mn >k = d(f(x,).f(x)) <e.

This shows that (f(x,)) is a Cauchy sequence in Y. O

Theorem 5.2.25 (Continuous extension theorem). Let A be a subspace of a metric space
X, andletf : A — Y be a uniformly continuous map, where Y is a complete metric space.
Then there is a unique continuous map g : CLA — Y such that g(a) = f(a) for all a € A.

Proof. Let x € CLA. Then there is a sequence (x,) in A such that x, — x. Note (x,) is a
Cauchy sequence in A. By Proposition 5.2.24 (f(x,,)) is a Cauchy sequence in Y. Since Y is
complete, f(x,) = y, inY.

Suppose (z,) is another sequence in A such that z, — x. Then by a similar argument,
f(z,) » z,in Y. Lete > 0. Since f is uniformly continuous on A4, there is § > 0 such that
foralla,b € A, we have

d(ab) < § = d(f(a).f(b)) < g 5.6)
Since x,, — X, there is k; € IN such that
1)
n=ky=dXx,x)<-. 5.7

2
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Similarly, as z, — x, there is k, € N such that

n>ky, = dz,x) < g (5.8)
Let k' = max{kj, k,}. Then for k' € N, equations (5.7) and (5.8) hold. Then
n>k' = d(x,z,) < d(xp, x) + d(z,, x)
8,98
22
= . (5.9)
This implies that d(x,,z,) — 0. By equations (5.6) and (5.8) we have
n>k = df(x,).f(z,) < g (5.10)
Since f(x,) — y,, there is k3 € N such that
n=>ky = d(f(x).yy) < g (5.10)
Since f(z,) — z,, there is k, € N such that
N>k = d(f(z,).2,) < g (.12)

Let k = max{k’, ks, k4}. Then for k € N, equations (5.10), (5.11), and (5.12) hold.
Now for n > k, we have

AWy 2y) < Ay f (X)) + A(f (X0, f(20) + A(f (21), 24.)

€ € €
<-+o+-
3 3 3
=€

Since € > 0 is arbitrary, y, = z,. Thus we have the map g : ClA — Y defined by

) ifxeA,
&) = { , ,
lim,_, . f(x,) ifxeClA\A,

where (x,) is a sequence in A such that x,, — x.

Now we will show that g is continuous. We will in fact show that g is uniformly
continuous on Cl A. Since f is uniformly continuous on 4, for a given € > 0, thereis § > 0
such that for a,b € A, we have

d(a,b) < & = d(f(a),f(b)) < €. (5.13)
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Let x,y € ClA be such that d(x,y) < g. Choose sequences (x,,) and (y,) in A such that
X, — x and y,, — y. Then there are ks, kg € IN such that

n=k; = d(x,x) < g (5.14)
and
)
n=ks=dy,y) < 3 (5.15)

Let k" = max{ks, ks}. Then for k" € N, equations (5.14) and (5.14) hold. Now, for n > k",
we have

d(Xp,Yn) < d(Xp, X) + d(X.Y) + Ay, y)

§ 6 6
<—+-+=-
3 3 3
=6.

Now for n > k"', we have

d(g00,gW)) = d( lim £(x,), lim £(y,))
= lim d(f(x,).f (vn)

< €.

This shows that g is uniformly continuous on Cl A.

Now we will prove that such a map g is unique. Let h : ClA — Y be a continuous
map such that h(a) = f(a) foralla € A.If x € A, then g(x) = f(x) = h(x). Let x € CLA\ A.
Let (x,,) be a sequence in A such that x,, — x. Then

gx) = lim f(xy)

lim h(x,)

n—oo

- h(nllnc}o X")
= h(x).
This shows that g = h. O

Example 5.2.26. Themapf : (0,1) —» Rdefined by f(x) = )1( isnot uniformly continuous
on (0,1); otherwise, it would have a continuous extension g of f on [0, 1], which is not
possible.

Let us observe an important property of a complete metric space.
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Theorem 5.2.27 (Cantor’s intersection theorem). Let X be a complete metric space, and let
(Fy) be a sequence of closed, bounded, and nonempty sets in X such that

(i) F,2F,, foralln e Nand

(i) diam(F,) — 0.

Then (e Fr IS a singleton set.

Proof. For each n € N, choose x,, € F,. Let € > 0. Since diam(F,) — 0, thereisk ¢ N
such that

n >k = diam(F,) < €.
In particular, diam(F),) < €. This implies that
m,n >k = d(Xy,,X,) <E€.

Therefore (x,,) is a Cauchy sequence in X. Since X is complete, x, — x in X. We claim
that (e Fn = X}

We first observe that x lies in each F,,. First, suppose that the set of the terms of the
sequence (x,) is finite. Then the sequence (x,) is constant on the tail. Clearly, x € F,
in this case. Now suppose that the set of the terms of the sequence (x,,) is infinite. Let
E, = {x; | I = n}. Then x is a limit point of E, for all n € N. Since E,, € F,, x is a limit
point of F,,. Since F,, is closed, x € F, for alln € IN.

Lety € (),en Fn be such that y # x. Then we can note that diam(F,,) + 0. Thisis a
contradiction. O

Let us see an application of Cantor’s intersection theorem. Let b be a positive integer
such that b > 2. Note that any positive real number x can be represented as n +r, where
n € Zandr € [0,1]. Applying the division algorithm, we can show that any positive
integer can be represented in the base b. Now we will show that any real number in
[0,1] can also be represented in the base b. We will adopt the following steps.

In the first step, divide [0, 1] into b equal parts as follows:

< a+1
b

SR~

<eee < < <u<
b

SRS

T o
S| =

<

If [%, "T”] is a subinterval from the first step, then a € {0,1,...,b — 1}. By the notation

(“1“;+“k) we mean that

a a a
=+ et
b b bk

Now divide the first step subintervals into b equal parts. Let A;(a;) = [%, “1T+1] be one of

the subintervals. Then we have
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a,a, aa, +1 a+1
(5 <(M) et

a az +1

a;0 a1
(F) < ( 2 > <
In this step, we get the subintervals A,(aj, a;) = [( “1a2) (
1}. Inductively, in the nth step, we get the sublnterval

a,ay---a a,a,---a, +1
An<a1,...,an>=[( i@ )( LA >]

where a, € {0,1,...,b —1}. Thus we get the decreasing sequence of closed intervals

)], wherea, € {0,1,...,b—

(0,1] 2A(a)) 2---24,(ay,...,a,) 2 -+

By Cantor’s intersection theorem, ()2, A,(a,.. ., a,) is a singleton set, say {r}. Note that
for any n € IN, we have

a1 L4 a, a o a, 1
oot — ST < — 4+ b —
b2 bt b P pr b
This implies that
a o a, 1
r-—+— + =< —
b b e

This shows that the series

converges to r. We will represent r as (0.a;a, - - -), in the base b.

Now we claim that each real number in [0,1] can be represented in base b. Let
r € [0,1]. Note that r belongs to at least one subinterval at each step of division of the
intervals into b equal parts. Therefore r is the intersection point of one sequence of de-
creasing intervals

[0,1] 2 A(a)) 2 2 A(ay,...,a,) 2 -+
Consider the end point (“1“2 ) of the subinterval at any particular step. We wish to
find the representation of such an end point in the base b. We can further divide the
subintervals either considering this point on the left of each subintervals afterward or
considering this point on the right of each subintervals afterward. Thus such points have
two representations; one terminates in the digit zero, and the other in b — 1. The points
other than end points lie in the unique subintervals at each step. Therefore the other
points have unique representations in the base b.



162 — 5 Sequences in metric spaces

5.3 Completion of a metric space

In this section, we will complete a metric space. We will show that it satisfies a universal
property.

Definition 5.3.1. A metric space (X, d) is called a completion of a metric space (X, d) if
(X, [i) is complete and (X, d) is isometrically embedded in (X, a) as a dense set.

First, we will prove that a completion (if exists) of a metric satisfies some universal
property. Later, we will show that the completion of each metric space exists.

Theorem 5.3.2. Let (X, dy) be a metric space, and let (X, d) be a complete metric space.
Letf : X — X be an isometric embedding. Then the image f(X) is dense in X if and only if
given any complete metric space (Y, dy) and an isometric embedding g : X — Y, there is
a unique isometry ¥ : X — Y such that the following diagram is commutative:

x 1%

N

Proof. Suppose that f(X) is dense in X. Let (Y, dy) be a complete metric space, and let g
be an isometric embedding from X to Y. Note that f* : f(X) — X is an isometry. Then
h = g o f'is an isometric embedding from f(X) to Y. Define the map ¢ : X — Y by

h(x) ifx € f(X),

veo = {hmnm h) ifx € X\fX),

where (x,) is a sequence in f(X) such that x,, — x. We can indeed check that  is well
defined and ¢ is an isometry. We can also check that such a map ¥ is unique. Now for
all x € X, we have

Yo fO0) = Y(FO0)
= h(f(x))
=gof(f)
=g(x).

This implies that o f = g.
If ¢ : X — Y is an isometry making the above diagram commutative, then

pof=8=vef.

Since f(X) is dense in X, ¢ = ¢.
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Now suppose the converse assumption holds. Since a closed set in a complete metric
space is complete, C1f(X) is complete. Note that f : X — Clf(X) is complete. By the
assumption there is a unique isometry ¢ : X — Clf(X) such that ¢ - f = f. This implies
that ¢ is the identity map on f(X). Therefore ¢ is the identity map on Clf(X). This shows
that C1f(X) = X. Hence f(X) is dense in X. 0

Corollary 5.3.3. Suppose that a completion of a metric space (X, d) exists. Then it is
unique up to isometry.

Proof. Let(X;,d;) and (X,, d,) be two completions of a metric space (X, d). Leti; : X — X;
and i, : X — X, be isometric embeddings such that i;(X) and i,(X) are dense in X; and
X,, respectively. By Theorem 5.3.2 there exists a unique isometry ¢ : X; — X, such that
w ° il = iz. D

Now we show that the completion of each metric space exists. First, we observe the

following:

Proposition 5.3.4. Let (X, d) be a metric space, and let A be a dense set in X. Suppose that
any Cauchy sequence (x,,) in A converges in X. Then X is complete.

Proof. Let (x,) be a Cauchy sequence in X. Let € > 0. Then there is N € N such that

r,s =N = d(x.,X;) < g

Since A is dense in X, for each x,, there is a sequence (x,'f ) in A such that x,’f — X, as
k — oo. Note that (x’n‘ ) is a Cauchy sequence in A. Thus there is k,, € N such that

m >k, = d(x;,x,) <

wlm

In particular, we have

d(x,lf",xn) <

w|m

We can choose k, € N such that
ki <ky<---.
Next, we show that (x,lf")ne]N is a Cauchy sequence in A. Now for r, s > N, we have

d(xg7, %) < A7, %) + d0G, X;) + d(Xs, X¢°)
+

€ €,
3 3

wilm

<
<

€.
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Hence (x,’f") is a Cauchy sequence in A. By the assumption there is x € X such that
x,’f" — x. Then for arbitrary € > 0, there is M € N such that

n>M = d(xix) < g

Finally, we show that x,, — x. For n > M, we have

d(Xy X) < d(x,, XK1Y + d(x, x)

€ €
<-4+ =
2 2
=€
This shows that X is complete. O

Theorem 5.3.5. Every metric space has a completion.

Proof. Let (X, d) be a metric space. Let Z be the collection of all Cauchy sequences in X.
Let us define a relation R on Z as

((x,), ¥y) € R if and only if Jim_d(xy,yn) = 0.
We can easily show that R is an equivalence relation on Z. Let X denote the quotient set
Z/R ={(xy) | (x,) € Z}.
Let (x,) and (y,) be Cauchy sequences in X. Then we can choose k € N such that
€
mn=>k=dXxy,Xx, < -

2

and

AYm>Yn) <

N m

Now by the inequality
|d(a,b) - d(c,d)| < d(a,c) + d(b,d)
we see that form,n > k,

|d(Xm>ym) - d(Xn’yn)l < d(xm’xn) + d(Ym>yn)
<€L€
2 2

= €.
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Therefore (d(x,,y,)) is a Cauchy sequence in R. Since R is complete, lim,,_, ., d(X;,y,)
exists.
Now let (a,,) and (b,) be two Cauchy sequences such that

(@,) = (xy) and  (by) = ).

Note that
A(Xp,yn) < d(Xy, ay) + d(ay, by) + d(by, Yp)-

This implies that

lim d(x,,y,) < lim d(ay, by).
By a similar argument we get

nli_)n010 d(a,, b,) < nlLr([)lo d(Xp Yn)-
Hence

lim d(ay,by) = lim d(x, y,).
Thus the above argument shows that we have the map

d:XxX >R

defined by

d(x.9) = lim d(x,y,),

where X = (x,) and y = (y,). We claim that d is a metric on X. Clearly, d(%,y) > 0 and
d(x,y) = d@, ). Also,
d(%.y) =0 & lim d(,y,) =0
= ((x,), ) €R
= X=).

LetX,9,2 € X. Then

d(%.3) +d,2) = im d(x,,y,) + im dy,,z,)

\%

nlLrgO d(Xy> Zy)

d(x,2).
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Therefore d is a metric on X. Now we prove that X is isometrically embedded in X. Let
x € X. Then the constant sequence (x) is a Cauchy sequence in X. Let Y be the set of
all equivalence classes of constant sequences in X. Let (x) and (y) be distinct constant
sequences in X. Then x # y. Now

d((x),y)) = Jlim d(x,y) = d(x,y) # 0.

This means that (x) and (y) are in the distinct equivalence classes. Hence each element
of Y contains only one constant sequence. Let us define the map

f:X->YcX
by f(x) = (x). Clearly, Im f(X) = Y. Now

d(f(0.f ) = d((), )
- Jim, )
=d(x.y).
Therefore X is isometrically embedded in X.

Next, we will show that Y = f(X) is dense in X. Let X € X and e > 0. Suppose that
(x,) is a Cauchy sequence in X. Then there is k € N such that

€
m,n =k = d(xpy, X,) < 7
In particular, we have

m =k = d(Xp, X;) < g

Let z = x;.. Consider the constant sequence (z). Let Z = (z). Then

d(x,7)

i, 4,2

FLRCER

€

2
<E€E.

INA

This implies that
ZeB(Xx,e)nY.

Since e > 0is arbitrary, C1Y = X. This shows that Y is dense in X.
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Finally, we show that X is complete. Let X,, be a Cauchy sequence in f(X) < X. Let
each x,, be represented by the constant sequence

(X" x",..0).
Equivalently, we have f(x") = X,,. Let € > 0. Then there is k € IN such that
mn >k = d(x,,x,) <e.

Now for m,n > k, we have

This implies that (x},x%...) is a Cauchy sequence in X. We can similarly show the re-
verse implication thatif (x!, x%, ... ) isa Cauchy sequence in X, then f (x") = X, isa Cauchy
sequence in X.

Let X denote the equivalence class of the sequence

(L%

in X. We will show that X, — X. Let e > 0. Since (x',x%,...) is a Cauchy sequence in X,
there k € N such that

mn>k=dx"x")<

Therefore for each m > k, we have

P SN T m _n <
(X, X) = lim dx",x") < - <e.
Therefore by Proposition 5.3.4 X is complete. O

We have shown the existence of a completion of a metric space through a construc-
tion. Alternatively, we can show the existence as follows.

Let (X, dy) and (Y,d,) be metric spaces. Let B(X, Y) denote the set of all bounded
maps from X to Y. Let f, g € B(X,Y). We can check that

doo(f’g) = Sup{dY(f(X))g(X)) [ x e X}

defines a metric on B(X,Y).

Proposition 5.3.6. Let (X,dy) and (Y, dy) be metric spaces. Then (Y, dy) is complete if
and only if (B(X,Y),d_,) is complete.
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Proof. Suppose that (Y, dy) is complete. Let (f,,) be a Cauchy sequence in B(X,Y). Let
€ > 0. Then there is k € N such that

mn=k=d(finfr) <€
Note that dy (f;,,(x), (X)) < d, (fin-f) for x € X. Then for m,n > k and x € X, we have

dy (fn (), f()) < €. (5.16)

This implies that (f,,(x)) is a Cauchy sequence in Y for each x € X. Since Y is complete,
fan(xX) — y, in Y. This defines the map g : X — Y by g(x) = y,. Suppose that X x X is
provided a metric such that the metric d is continuous. Let us take the limit as m — co
in equation (5.16). By the continuity of d we have

dy (£ 00, o)) = dy ( Jim_f (30, /2(0))
= ,AI_IBO dY(fm(X)»fn(X))

<E€.

This implies that d . (f,,, f) < €. This shows that f € B(X,Y) and f;, — f. Hence B(X,Y) is
complete.

Conversely, suppose that B(X, Y) is complete. Let (y,) be a Cauchy sequence in Y. For
eachn € N, letf,, : X — Y be the constant map f,(x) = y, for all x € X. Note that each
fn 1s @a bounded map and d, (f;,. /) = dy Vim>Yn)- Therefore (f;,) is a Cauchy sequence in
B(X,Y). Since B(X,Y) is complete, f,, — f in B(X,Y).

Let € > 0. Then there is k € N such that

nxk=d,(fuf) < g
This implies that for each x € X, we have

n>k = dy(f,0.f(x) <

N ™

Now for any x,y € X, we have

dy (F00.F)) < dy (FOO£,00) + dy (00, 00) + dy (hOF )
= dy (f (%), f,(X)) + dy (1), f )
< 2do(foof)

<E€E.

Since € > 0 is arbitrary, dy (f(x),f(y)) = 0. Therefore f(x) = f(y) for all x,y € X. Hence
f is a constant map. Suppose f(x) = c for all x € X. Since dy(y,,¢) = do,(f.f), Yn — C.
This shows that Y is complete. O
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Theorem 5.3.7. Every metric space has a completion.
Proof. Let (X,d) be a metric space. Let us fix ¢ € X. For each a € X, define the map
fa: X > Rby
fax) =d(x,a) - d(x,c).
Now

[f,00] = |d(x, @) - d(x,¢)| < d(a,c).

This implies that f, € B(X,R), which defines the map f : X — B(X,R) by f(a) = f,. Let
a,b € X. Then

doo(f (@), f (D)) = do (far f)
= sup{|f,(x) - f(X)| | x € X}
= sup{|d(x,a) - d(x,b)| | x € X}
< sup{d(a,b) | x € X}
=d(a,b).

For a particular value x = a, we have
d(a,b) = |d(a,a) - d(a,b)| < sup{|d(x,a) - d(x,b)| | x € X}.

This implies that d ., (f(a),f (b)) = d(a, b). This shows that f is an isometric embedding
of X in B(X, R). Note that B(X, R) is complete as R is complete. Since Clf(X) is a closed
set in B(X, R), C1f(X) is complete. We can observe that Clf(X) is a completion of f(X).
Since X is isometric to f(X), C1f(X) is a completion of X. O

Example 5.3.8. InExample 5.2.19, we observed that the space C[a, b] of continuous maps
is not complete with respect to the norm

b

I = [ lroolax.

a

Its completion is denoted by L![a, b] and is called the space of Lebesgue-integrable func-
tions.

5.4 Completion of Q

In this section, we show that a completion of the set Q of rational numbers with the
usual metric is the real line R using the construction described in the previous section.
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Let Z denote the set of all Cauchy sequences in Q, and let R be the equivalence
relation on Z described in the previous section. Let Q denote the quotient set Z/R. Let
X = (x,) and y = (y,) in Q. Let us define % + y and Xy as the equivalence class of (x,, +y,)
and (x,y,), respectively. We claim that these are well defined. For this, let (x,,) = (a,)
and (y,) = (b,). Then

Xy +Yp) — (@, +by) = (X, —ay) + Y, — by) — 0.

Therefore X,, +y, = a, + b,. Also, since a Cauchy sequence is bounded, there are real
numbers M; > 0 and M, > 0 such that |y,| < M; and |a,| < M,. Then

|Xn)’n - anbnl = |Xn)’n = apyn + AQpyn — anbnl
< |Xn - an'b’n' + |an”)’n - bnl
< X, — aplMy + Myly, — byl.

Hence x,y, — a,b, — 0. Thus the addition and multiplication are well-defined binary
operations on Q.

Theorem 5.4.1. Thetriple (Q, +,-) is a field, where + and - are binary operations Q defined
above.

Proof. Observe that the equivalence class of the constant sequence (0) and the equiva-
lence class of the constant sequence (1) are the additive and multiplicative identities of
Q, respectively. We denote these by 0 and 1, respectively. Also, for a given % = (x,,) in Q,
—X is the equivalence class of (-x,). We will only prove that if ¥ € Q with X # 0, then
there is § € Q such that Xy = 1. The other conditions of a field are left as exercises.

Let X = (x,) # 0. This implies that the Cauchy sequence (x,) does not converge to
0. Since (x,,) is a Cauchy sequence, for a given € > 0, there is k € N such that for all
n,m > k, we have |x,, — x,,| < €. In particular, we have

n>k=|x,-xl<e
Since x,, > 0, we can choose x; # 0. Equivalently, we can write
N>k =X, —€<X; <Xg+€.
We can choose a suitable € > 0 to ensure that
nzk=x,+0.

Define the sequence (y,) by y, = Xi for n > k, letting y,, be any fixed rational number
for 1 < n < k. We can check that (y,) is a Cauchy sequence. Let j = (y,). Then Xy
is the equivalence class of the sequence that is constant 1 on the tail. This shows that
=1 O
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Let X = (x,) € Q. We say that X is positive (denoted by X > 0) if there are a positive
rational number § and k € N such that

n>k=x,>d.

We define the relation < on Q as X = (x,) <y = (y,,) if § — X > 0. Equivalently, if X < y,
then there are a positive rational number § and k € IN such that

n>k=x,+8 <y,

We first observe that < is well defined on Q. For this, let X < y. Then there are a positive
rational number 6 and k; € N such that

nzki=x,+6<y, (517
Suppose that (x,,) = (a,) and (y,,) = (b,). This implies that
nlggo [x, —a, =0 and nlgglc Y —bnl =0.

Then there are k,, k; € IN such that

nzk,=|a,-x,| < g (5.18)
and
)
nx=ky=|b,-y,l < 3 (5.19)

Let k = max{ky, ky, k3}. For k € N, equations (5.17), (5.18), and (5.19) are satisfied. Now
for n > k, we have

a +§<x +§<y —§<b
n 3 n 3 n 3 n:
This shows that (a,) < (b,). We now prove that given X,y € Q, either X < j or X = y or
y <X
Let X # J. This implies that |x,, — y,| + 0. Therefore there is a positive rational
number § such that for all k € N, there is n > k such that |x,, - y,| = 6.
Since (x,) and (y,,) are Cauchy sequences, there are [;,l, € N such that

nzl =[x, -xl< g (5.20)

and

nzl =y, -yl< g (5.21)
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Let I' = max{l;,,}. For I, equations (5.20) and (5.21) hold. Since |x, — y,| > §, either
Xp—Yp260rx, -y, <-6.
Let X, -y, > 6. Then for m > I, we have

m

This implies that y < x. Now if x, —y,, < -6, theny, —x,, > 6. Then by a similar argument
as above we get X < J.

We define X < yif X < y or X = y. We can check that < is a partial order relation on
Q and (@, +, ) is an ordered field.

Theorem 5.4.2 (Archimedean property). Let X, > 0. Then there exists m € Q such that
mx >y, where m is the equivalence class of the constant sequence m € IN.

Proof. We have to show that there are a positive rational number § and k,m € N such
that

n>k=mx,>y,+46.

We will prove this by contradiction. On the contrary, suppose that for every rational
6 > 0 and for all m, k € N, there is n > k such that

mx, < yn +6. (5.22)

Since a Cauchy sequence is bounded, there is M > 0 such thaty, < M for all n € N. This
implies that

mx, <y,+6 <M+$6.

Lete > 0. For a fixed § = §; > 0, choose m; € N such that

M + 51 €
— <.
my 2
Therefore, for these §; > 0 and m; € N and for all k € N, there is n > k such that

M+(31
< ——K

€
" m 2’

Since (x,,) is a Cauchy sequence, there is k; € N such that
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s>k = X - x| < g (5.23)

By the contrary assumption there is I > k; such that
mix; <y + 6.

Therefore

+8; M+68; e
xls)u<—l<—.
my my 2

By equation (5.23), for r > k;, we have

N <xte<iyioe
reiT2 22T
This shows that x, — 0. This is a contradiction as X > 0. O

Now we prove that Q satisfies the least upper bound property. Before that, we prove
the following:

Proposition 5.4.3. Let IF be an ordered field such that Archimedean property holds in TF.
Let (x,,) be an increasing and bounded above sequence in . Then (x,) is a Cauchy se-
quence.

Proof. Letl € F be such that x,, < [ for alln € N. Let € > 0. Then either there is k ¢ N
suchthatl-e<x, <l orx,<l-eforallneN.

First, suppose that there is k € N such that ! — € < x; < L Since (x,,) is an increasing
sequence, for all n > k, we have

l-e<xp<x, <L
This implies that
r,s>k=|x. - x| <e.

Now suppose that x,, < I—e for alln € N. Then we replace [ by [ - €. By the Archimedean
property we can find m € N such that

l-me<x<l-(m-1e

forsome k € Nand x, < [-(m-1)eforalln € N.LetL = l-(m-1)e. ThenL-€ < x; < L.
By the first case we get

r,s>k=|x. — x| <e.

This shows that (x,,) is a Cauchy sequence. O
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Corollary 5.4.4. Let IF be an ordered field such that the Archimedean property holds in IF.
Let (x,) be a decreasing and bounded below sequence in IF. Then (x,,) is a Cauchy sequence.

Theorem 5.4.5. The least upper bound property holds in Q.

Proof. LetSbe anonempty subsetin Q that is bounded above by I (to avoid the complex-
ity of the symbol, we drop the hat of the elements). Let a € S. Now we will inductively
define the sequences in Q. Let x; = [ and y; = a. Suppose that we have defined the terms
X, and y,. Then we define x,,,; = =32* and y,,; =y, if 222 is an upper bound of S;
otherwise, we define x4 = x,, and y,,4 = % if % isnot an upper bound of S. Since
(y,) isincreasing and bounded above by [, by Proposition 5.4.3 (y,,) is a Cauchy sequence.
Also, since (x,,) is a decreasing sequence bounded below by a, by Corollary 5.4.4 (x,,) is
a Cauchy sequence. Since Q is complete, x, — x in Q.
Next, we claim that y,, — x. First, suppose that ’% is an upper bound of S. Then

X, +y X, -y
X1 = Yns1 = 5 Loyp = % (5.24)

Now suppose that % is not an upper bound of S. Then

Xn +Vn — Xn = Yn

7 3 (5.25)

Xn+1 =Yt = Xn —
By equations (5.24) and (5.25) we get

1
Xn =Yn = F(Z -a).

This implies that lim,,_, (X, = y,) = 0. Therefore

Jim, i = i, = x.
Next, we claim that x is an upper bound of S. On the contrary, suppose that there exists
a € Ssuch that x < a. Then a — x > 0. Note that x,, - x is decreasing and x,, — x — 0.
Then there exists k € N such that x;, — x < a — x. This implies that x;, < a. Thisis a
contradiction as xj, is an upper bound of S.

Finally, we claim that x is the least upper bound of S. Let € > 0. Then x — € < x. Note
that (y,,) is increasing and y, — x. Then there exists k € IN such that

X—€<Yp<X.
Since (y,) is increasing,
nzk=x-€<y,

Also, note that y, is not an upper bound of S for each n € IN. There exists z,, € S such
that y, < z,. Therefore for all n > k, we have x — € < z,. Since x is an upper bound of S,
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X—€<2Zy <X

This shows that x is the least upper bound of S. O

Thus we have proved that Q is a complete ordered field. Since a complete ordered
field is isomorphic to R, the completion of Q with the usual metric is R.

Let p be a prime. Consider the metric d, on Q as given in Example 2.1.12. The com-
pletion of Q with this metric is called the p-adic completion of Q. For more detail, see [5].

5.5 Baire category theorem

In this section, we will prove the Baire category theorem and obtain some of its applica-
tions. This concept of category was introduced by R. Baire in his thesis. He divided the
subsets of a metric space into two types or categories.

Definition 5.5.1. Let A and B be two sets in a metric space X. Then A is said to be dense
in Bif A ¢ B and every open set U that intersects B intersects A.

Proposition 5.5.2. Let A and B be two sets in a metric space X. Then A is dense in B if and
only if B < Cl1A.

Proof. Suppose that A is dense in B. Let x € B. If x € A, then x € ClA. Now suppose that
x ¢ A. Then every open set around x intersects B and A. This implies that x is a limit
point of A. Therefore x € Cl1A. This shows that B ¢ CLA.

Conversely, suppose that B ¢ ClA. Let U be an open set such that U n B # 0. This
implies that U N C1A # 0. Suppose that x € U N ClA. If x € A, then U n A # 0. Suppose
that x ¢ A. Since x € U, there is an open set V such that x € V ¢ U. Note that x is a limit
point of A. This implies that V N A # . Therefore U N A # . Hence Aisdensein B. O

Definition 5.5.3. A set A in a metric space X is called a nowhere dense set if every
nonempty open set U in X contains a nonempty open set V such that VnA = @.

Example 5.5.4. Every finite set and a line in R" are nowhere dense sets.
Example 5.5.5. The set {% | n € N} is nowhere dense set in R.
Example 5.5.6. No nonempty set in the discrete metric space is a nowhere dense set.

We can check that a subset of a nowhere dense set is a nowhere dense set. Also, the
closure of a nowhere dense set is a nowhere dense set. If f : X — Y is a homeomorphism
and A is a nowhere dense set, then f(A) is a nowhere dense set.

Proposition 5.5.7. A finite union of nowhere dense sets is a nowhere dense set.

Proof. LetAy,...,A, be nowhere dense sets. We can suppose that each 4; is nonempty.
Let U be a nonempty open set in X. Since 4, is a nowhere dense set, there is a nonempty
open set V; € U such that V; nA; = 0.
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Since A, is a nowhere dense set, there is a nonempty open set V, < V; such that
V, N A, = @. Inductively, we get a nonempty open set V,, < V,_; such that V,, n 4,, = 0.
Since

VoCVpq C--cVycU

and V; n4; + 0, V, n (JA;) = 0. Therefore  J 4; is a nowhere dense set. O

Example 5.5.8. A countable union of nowhere dense sets need not be a nowhere dense
set. For each n € N, define the set

An:{%|mel}.

Then each 4, is a nowhere dense set. Note that | J,.n 4, = Q, which is not a nowhere
dense set.

Theorem 5.5.9. Let A be a set in a metric space X. Then the following statements are

equivalent:

(i) A isanowhere dense set;

(i) IntClA =90;

(iii) CLA contains no nonempty open set in X;

(iv) Every nonempty open set U in X contains a nonempty open set V such that V n
ClA=0.

Proof. (ii) = (iii) and (iv) = (i) are obvious. We will prove (i) = (ii) and (iii) = (iv).

Suppose (i) holds. On the contrary, suppose that Int ClA # @. Let U = Int C1A. By the
assumption there is a nonempty open set V¢ U such that VN A = 0. Let x € V. Then
x ¢ A.Since VNA = ¢, x cannot be alimit point of A. This implies that x ¢ AuUD(A) = ClA.
This is a contradiction as

xeVcU=IntClA c ClA.

This proves (ii). Now assume (iii). Let U be a nonempty open setin X. Then Un(X\ClA) +
@, since otherwise, U ¢ ClA. Since UN(X\ClA) is open, for each x € Un(X\CLA), thereis
an open ball B(x, r) contained in Un(X\ClA). Then B(x,r)nClA = @. This proves (iv). [

Proposition 5.5.10. A set A in a metric space X is a nowhere dense set ifand only if X\ C1A
is dense in X.

Proof. Suppose that A is a nowhere dense set. Let x € X. Suppose that x € ClA. Since
IntClA = ¢, x in not an interior point of Cl1 A. This implies that for each r > 0, B(x,r) ¢
ClA. This equivalently means that for each r > 0,

B(x,r)n(X\ClA) + 0.

This implies that x is a limit point of X \ C1A. This shows that X \ C1A is dense in X.
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Conversely, suppose that X \ ClA is dense in X. Let x € C1A. Then for eachr > 0,
B(x,r)n (X \ ClA) + 0.

Therefore B(x,r) ¢ ClA. Hence x is not an interior point of Cl A. Since x € ClA is arbi-
trary,

IntClA = 0.

Therefore A is a nowhere dense set. O

Definition 5.5.11. A set A in a metric space X is called a set of first category or meager
if it can be represented as a countable union of nowhere dense sets.

Definition 5.5.12. A set A in a metric space X is called a set of second category if it is not
of first category.

Example 5.5.13. Every nowhere dense set is of first category.
Example 5.5.14. The set of rational numbers Q is of first category in R.

Consider an open ball B(x,r) in a metric space X. Let y € C1B(x,r). Then we claim
that d(x,y) < r, thatis,y € D(x,r).
Suppose thaty ¢ D(x,r). Then d(x,y) > r.Let z € B(y,d(x,y) —r) Nn B(x,r). Then

d(z,y) <d(x,y)-r and d(z,x)<r.
Now
d(x,z) +d(z,y) = d(x,y) > d(z,y) +T.
This implies that d(x, z) > r, a contradiction. Therefore
B(y,d(x,y) -r)nB(x,r) = 0.
Hence y ¢ ClB(x,r). This shows that
yeClB(x,r) =yeDXx,r).
Thus C1B(x,r) € D(x,T).

Let U be a nonempty open set, and let x € U. Then there exists an open ball
B(x,r) < U. Now

B<X, g) §D<x, g) cB(x,r)cU.

Therefore we can find an open ball in U whose closure lies inside U.
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Theorem 5.5.15 (Baire category theorem). A nonempty open set in a complete metric
space is of second category.

Proof. Let X be a complete metric space, and let U be a nonempty open set in X. Let
{A, | n € IN} be any countable collection of nowhere dense sets. Then we can find an
open ball B(x;,rq) with 0 < ry < 1such that

ClB(x;,ry) €U and ClB(xq,r) NA; = 0.

Suppose that we have found B(x,,r,) with 0 < r,, < % Then we can find an open ball
B(Xpi1 Tne1) With 0 < 14 < ﬁ such that

ClB(Xp 1> Tni1) € By, ) and  ClB(Xp 4> Tna1) NApyg = 0.

In turn, we get a sequence (x,) in X. We can check that (x,,) is a Cauchy sequence. Since
X is complete, x, — x in X. Note that the subsequence (X1, X;,2,...) of (x;) lies in
B(Xp41> T'nsq)- Since a subsequence of a convergent sequence converges to the same point,

X € C1B(Xy41> Tny1) € B(Xyp, ).
Therefore x € B(x,,r,) for alln € N. Hence x ¢ | J;2; A,. Since x € U, U # [ ;24 Ay. This
shows that U is of second category. O

Corollary 5.5.16. Every complete metric space is of second category.

Corollary 5.5.17. Let X be a complete metric space. Then every countable union of closed
nowhere dense sets in X has an empty interior.

Proof. Let {A,, | n € N} be a countable family of closed nowhere dense sets. On the
contrary, suppose that

Int( U An> # 0.
n=1

LetU = Int(Uﬁ,’ilAn). Consider the collection {A,NU | n € N}. Since a subset of nowhere
dense sets is a nowhere dense set, A, N U is a nowhere dense set. Then

o0 (9]
U=UnlJ4,=JWnA4y.
n=1 n=1
This implies that U is of first category, a contradiction. O

Corollary 5.5.18. Let X be a complete metric space. Then a countable intersection of open
dense sets is dense.



5.5 Baire category theorem =— 179

Proof. Let {U, | n € N} be a countable collection of open dense sets. Then X \ U, is a
closed and nowhere dense set. This implies that

1nt<fjx \ Un> =0.
n=1

This shows that C1(,2, U, = X. a

Corollary 5.5.19. Let X be a complete metric space. Let {A,, | n € IN} be a countable
collection of closed sets with empty interior. Then

(o)
Int| 4, =0.

n=1

Proof. If A, has an empty interior, then X \ 4, is dense. Also, note that X \ 4, is open.
Then (2, X \ 4, is dense. Hence | J;; A, has an empty interior. a

Corollary 5.5.20. Let X be a complete metric space. Then every set of first category has
an empty interior.

Proof. Let A be a set of first category in X. Note that a subset of a set of first category is
also of first category. If A has a nonempty interior, then the interior as a subset of A must
be of first category, a contradiction. O

Corollary 5.5.21. Let X be a complete metric space, and let A be of first category. Then
X \ Ais dense.

We can construct a function f : R — R that is discontinuous only at finitely many
points. For example, we can consider a continuous map £ : R — R and define the
functionf : R - Rby

_ gx) ifx+a,
b ifx = a,

where b # f(a). Then we can check that f is discontinuous at only one point. Consider
the function f : R — R defined by

1 . .
o ifx =T with ged(m,n) =1,

o

0 if xisirrational,

where gcd(m, n) denotes the greatest common divisor of m and n. We can check that f
is continuous at irrationals and discontinuous at rationals. We will see that there does
not exist a function f : R — R that is continuous at rationals and discontinuous at
irrationals.
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Definition 5.5.22. A set A in a metric space is called a Gg-set if it is a countable intersec-
tion of open sets.

Example 5.5.23. Every open set is a Gg-set. Since (a, b] = ﬂ;’l‘il(a, b+ %), (a,b] is a Gg-set.
Proposition 5.5.24. Every closed set in a metric space is a Gg-set.
Proof. Let X be a metric space, and let F be a closed set in X. For each n € N, define

F,=J B(X, %)

xeF

Note that F, is an open set and F < F,, for all n € IN. This implies that F ¢ (] F,,.
Lety € [)F,. Let € > 0. By the Archimedean property there is m € N such that
% < e.Sincey € F,, there is x € F such that

dx,y) < l <E€. (5.26)
m

We claim thaty € F.Ify ¢ F, then x # y. Then by equation (5.26) we see that y is a limit
point of F. Since F is closed, y € F, a contradiction. Since y € () F, is arbitrary, () F, < F.
This shows that F = (] F,,. Hence F is a Gz-set. O

Proposition 5.5.25. Let X be a complete metric space. Let A be a subset of X that is count-
able and dense and has no isolated point. Then A is not a Gs-set.

Proof. Leta € A. Then X \ {a} is open in X. Since A has no isolated point, {a} is not open.
This implies that X \ {a} is not closed. Therefore C1X \ {a} properly contains X \ {a}.
Therefore X \ {a} is dense in X. Note that

X\A= (X \{a).

acA

Since A is countable, X \ A is a Gg-set. Also, since X \ {a} is dense, by the Baire category
theorem X \ A is dense.
On the contrary, suppose that A is a Gg-set. Then there is a countable collection

{Up I neN)

of open sets such that A = (| U,. Since A ¢ U, for all n € N and A is dense, U, is dense.
Note that

{U, Ine N}u{X\{a} | acA}

is a countable collection of open dense sets. By the Baire category theorem the intersec-
tion of these sets is a dense set. This is a contradiction as
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(NU) 0 Nx\ia}) =anx\4) =0. O

acA

Let U be an open set in a metric space X. For a real-valued function f : U — R, we
defines the oscillation of f on U as

0scp(U) = sup{f(x) | x € U} —inf{f(x) | x € U}.
We also define the oscillation of f ata € C1U as
oscy(a) = inf{oscy(B(a,r) N U) | r > 0}.

Let X and Y be metric spaces. We can generalize the notion of oscillation for a function
f:AcX — Yata e ClA as follows:

oscp(a) = inf{diam(f (A n B(a,1))) | r > 0}.

Proposition 5.5.26. Let X and Y be metric spaces, and let A € X. Letf : A — Y be a map.
Then f is continuous at a € A if and only if oscy(a) = 0.

Proof. The oscillation oscs(a) = 0 if and only if for each e > 0, there is an open ball
B(a, r) such that diam(f (A n B(a,r))) < €. This equivalently means that

dix,a) <r = d(f(x),f(a) <e.

Hence oscs(a) = 0 if and only if f is continuous at a € A. O

Proposition 5.5.27. Let X and Y be metric spaces. Let A c X, and letf : A — Y. Then the
set

Z={xeClA| 08Cr(x) = 0}

isa Gg-setin C1A.

Proof. For each n € N, define
1
Z(n) = {x e ClA | oscf(x) < —]».
n
Note that Z = ﬂ,;";l Z(n). We claim that each Z(n) is an open set in C1 A. Note that

0scp(x) = inf{diam(f (A n B(x,r))) | r > 0} <

SRR

if and only if there is s > 0 such that

diam(f(A N B(x,s))) <

S
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Therefore
1
Z(n) = {x e ClA ' oscf(x) < —}

n

= {x eClA ' there is s > 0 such that diam(f(A n B(x,s))) < %}

=ClANn {x eX | there is s > 0 such that diam(f(A n B(x,s))) < %}
. 1

=aan| {B(x, r) | diam(f(4 n B0, 1)) < H}‘

xeX

This implies that Z(n) is open in C1 A. O

Corollary 5.5.28. Let X and Y be metric spaces, and let f : X — Y. Then
Z = {x € ClA | f is continuous at x}

is a Gg-set.

Proof. By Proposition 5.5.26
Z = {x € X | os¢s(x) = 0}.

By Proposition 5.5.27, Z is a Gg-set. O

Corollary 5.5.29. Let X and Y be metric spaces with Y a complete metric space. Let A € X,
andletf : X — Y. Then

Z = {x e ClA | oscs(x) = 0}

isaGg-setinX.

Proof. By Proposition 5.5.27, Z is a Gg-set in ClA. By Proposition 5.5.24, C1 A is a Gg-set
in X. Therefore Z is a Gg-set in X. O

By Proposition 5.5.25, Q is not a Gg-set. Therefore there is no map f : R — R such
that f is continuous at the points of Q and discontinuous at the points of R \ Q. Now it
is natural to ask if there is a function that is continuous exactly on a Gs-set. We have the
following:

Theorem 5.5.30 (Sung Soo Kim). Let X be a metric space without isolated points, and let
A be a Gg-setin X. Then there is a function that is continuous exactly on A.

Proof. Since Aisa Gg-set, X \ Ais a countable union of closed sets A,, n € N.Let F; = A;.
Suppose we have obtained F,. Then we define F,,.; = F, U A,,,. Note that each F, is
closed and F,, < F, 4 for all n € IN. Also, note that X \ A is a countable union of closed
sets Fy,. Define the function g : X - Rby g(x) = Y ,ex zl" where K = {n e N | x € F,}.
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Note thatif x € A, then n — oo, that is the right-hand side of g(x) converges to 0. By
Proposition 3.2.30 we get a dense set B in X whose complement is also dense in X. Let

1 @ ifx € B,
f(x)=g(x)<XB(X)‘§>:{%<X> ifx e X\B,

where yp(x) is the indicator function on B. We will first observe that f is discontinuous
at every point of X \ A. Let x € X \ A. Then either x € Int(X \ A), or x € (X \ A) n D(A).

Let x € Int(X \ A). Then every open ball around x contains a point of B and a point
of X \ B. This implies that every open ball around x contains a point at which the sign of
f is different from the sign of f(x). Therefore f is not continuous at the interior point of
X\ A

Let x € (X \ A) N D(A). Then every open ball around x contains a point y of A. Note
that f(x) # 0 and f(y) = 0. Therefore f is not continuous at any point of (X \ A) n D(4).
Hence f is not continuous at any point of X \ A. By the sequential criterion of continuity
we can observe that the function f is continuous on A. O

Let us revisit Remark 5.2.14. Suppose we have a subspace Y of a complete metric
space X that is not complete. It is a natural question whether there is a complete metric
on Y that s topologically equivalent to the subspace metric on Y. We have the following:

Theorem 5.5.31. Let (X, d) be a complete metric, and let Y be a Gg-set in X. Then there is
a complete metric p on Y that is topologically equivalent to the subspace metricd on'Y.

Proof. Since Y isa Gg-set, Y = (2, U;, where {U; | i € N} is a countable family of open
sets. Lety;,y, € Y. Definep: Y xY — Rby

X1, 1 1
pOLYD = d0ryn) + ) o min{.| Ao X\T) Ay X\ T )

We can check that p is a complete metric on Y that is topologically equivalent to the
metricdon Y. O

In Theorem 5.5.31, we considered the subspace Y to be a Gg-set. This is a necessary
requirement as observed below. We leave its proof as an exercise, which can be obtained
by a little effort.

Theorem 5.5.32. Let (X, d) be a metric, and let Y be a subspace of X. Suppose there is a
complete metric p on Y that is topologically equivalent to the subspace metric d on'Y.
ThenY is a Gg-setin X.

Let us see another application of the Baire category theorem.
Let X and Y be metric spaces. Let a € X. Then a collection F of maps from X to Y is
called pointwise bounded if the set {f(a) | f € 7} isbounded in Y.
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A collection F of maps from X to Y is called uniformly bounded on A ¢ X if the set
{fx)|f € F,x € A}isbounded in Y.

Theorem 5.5.33 (Osgood theorem). Let X and Y be metric spaces with X a complete met-
ric space. Let a collection F of continuous maps from X to Y be pointwise bounded for
each x € X. Then there is a nonempty open set U such that F is uniformly bounded on U.

Proof. Leta € X.For each n € N, define
A, ={xeX|f(x) e ClB(a,n)forallf € F}.
Then

Ay = (/7 (C1B(@ ).

feF

Since f is continuous, 4, is closed. Since F is pointwise bonded, for each x € X, there is
n € N such that

{feo) | f € F} < B(a,n) < C1B(a, n).

This shows that X = J;2; 4,. By Corollary 5.5.19 there is m € N such IntA4,, # 0. Let
U = IntA,,. By the definition of 4,,,

{fx)|f e F, xeU} cClB(a,m).

Hence F is uniformly bounded on U. O

We have the experience in calculus that a continuous function whose graph has a
corner at some point is not differentiable at that point. It is natural to ask whether there
are continuous functions that are nowhere differentiable. At first it seems impossible,
but the Baire category theorem ensures that the collection of such functions is dense in
the space of continuous functions with the supremum metric d_,.

By a continuous piecewise linear function f : [0,1] — R we mean a continuous
function whose graph contains finitely many line segments. It is left as an exercise to
check that the set of all continuous piecewise linear functions is dense in (C[0,1], d,).

The function ¥ : R — R defined by

Y(x) = min{x - [x], [x] +1 - x}

is called the triangular sawtooth function, where [x] denotes the greatest integer func-
tion. We will use the result proved later that every sequence in the closed interval [a, b]
has a convergent subsequence.

Theorem 5.5.34. The set of all nowhere differentiable functions is dense in (C[0,1],d,).
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Proof. Letus consider the complement of the set of all nowhere differentiable functions
in C[0,1]. If a function f € C[0,1] is differentiable at some point x € [0, 1), then the right-
hand difference quotients

fx+h) -fx)

p (0<h<1-x)

are bounded. For each n € N, define the set
1
A, = {f € C[0,1] | for some x € [0,1— ﬁ]’
[f(x+h) - f(x)| <nhforall0 <h < l—x}.

LetA = [JA,. Then A is the set of all continuous functions f € C[0,1] that have the right-
hand derivative at some point in [0,1). The complement of A in C[0,1] is the set of all
nowhere differentiable functions in C[0, 1].

We first show that each 4, is closed. Let f € C1A,. Then there is a sequence (f;,) in
A, such that f,, — f. Since f;, € A,, there is a point x,,, € [0,1— %] such that

[finOm + ) = f(Xp)| <nh - forall0 < h <1- Xy,

This gives a sequence (x,,) in [0,1 - %]. Then it has a convergent subsequence that con-
verges to some point a € [0,1 - %]. We may reindex to assume that x,,, — a.

Let 0 < h < 1-a. Then we claim that there is k € N such that 0 < h < 1-Xx;. On the
contrary, suppose that for each n € N, there is M > n such that 1 — x,; < h. This would
imply that1 - a < h, a contradiction. Now by the triangle inequality we have

[fa+h) -f(@)| <|fa+h) —fOq + )|+ |f X + ) = fi (X + h)|
+ G + 1) = G0 + [fic ) = £ ()|
+|f ) - f(a)]
< |f(a+h) - fOx +h)| + doo (f> fr) + nh
+ oo (o ) + |f (i) = f(@)].

Since f is continuous, taking the limit as k — oo, we have
[f(a+h) -f(a)| < nh.

This implies that f € A,,. Therefore A, is closed.

Now we will prove that each C[0,1] \ A, is a dense set. Note that the set of all con-
tinuous piecewise linear functions is dense in C[0, 1]. Let € > 0. Then for any f € C[0,1],
there is a continuous piecewise linear function h € B(f, g). We will show that the open
ball B(h, %) intersects C[0, 1]\A,, nontrivially. This will jointly imply that B(f, €) intersects
C[0,1] \ A, nontrivially.
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Let L be the maximum slope of the line segment of the piecewise linear function h.
Let I be a real number such that

lg SL+n G.27)
Letg(x) = h(x) + %l/)(lx), where ¥ is the triangular sawtooth function. Note that

doo(g> h) =

o
AN
N

This implies that g € B(h, §). Note that the slope of his at most L and 5 (Ix) has the slope
gl. By equation (5.27) we have that the right derivative of g is greater than n. Therefore
g ¢ A,. In other words, g € C[0,1] \ A,. This implies that C[0,1] \ 4, is dense. Since
C[0,1] \ 4, is open and dense, by the Baire category theorem we get that

(€[0,11\4,) = C[0,1]\ | J4, = C[0,1]\ A

is dense. O

Exercises

5.1. First of all, complete whatever is left for you as exercises.

5.2.  Show that a complete set in a metric space is closed.

5.3. Can you relax some condition in Cantor’s intersection theorem?

5.4. Let(a,) and (b,) increasing and decreasing real sequences, respectively, such that
a, < b,. Show that (a,) and (b,) are convergent.

5.5. Let (x,) be a sequence in a metric space (X, d) such that lim,_, , d(x,,1,X,) = 0.
Can you conclude that (x,,) is a Cauchy sequence?

5.6. For areal sequence (x,,), define

lim sup(x,) = inf{sup{x,, | m > n} | n € N}
and
lim inf(x,,) = sup{inf{x,, | m > n} | n € N}.

Show that if (x,,) is a bounded real sequence, then there exists a subsequence of
(x,,) that converges to lim sup(x,). Also, show that there exists a subsequence of
(x,,) that converges to lim inf(x,).

5.7.  Show that if (x,,) is a real sequence of positive terms, then

£Xm4  Jiminf(x,)7 < limsup(x,)# < liminf 221

n n

limin



5.8.

5.9.

5.10.

511

5.12.

5.13.

5.14.

5.15.
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Let V be a normed space. Suppose that W is a closed subspace of V such that W
and V/W is complete. Show that V is complete.

Let T, : €, — ¢, be defined as T,,((x,)) = (;—;1), where m € N. Show that ||T,,|
converges to 0.

Let Ty, : ¢, — ¢, be defined as

Tm((Xl,Xz,...)) = (0,0,...,Xm+1,Xm+2,...).

Show that T,,((x,,)) — 0 but || T, + 0.

Let V be a separable Banach space. Show that there exists a surjective continuous
linear transformation from ¢; to V.

Let V be a normed space. Let (x,,) be a sequence in V such that Z;”;l If (x| con-
verges for all linear functionals f. Show that

sup{flf(xnn i< 1}»
n=1

is a finite real number.

Let T : V — W be a continuous linear transformation that is not surjective, where
V is a Banach space, and W is a normed space. Show that if T(V) is dense in W,
then it is of first category.

Let d, and d, be two Lipschitz equivalent metrics on X. Let X; and X, be comple-
tions of (X, d;) and (X, d,), respectively. Show that there exist unique continuous
maps f : X; — X, and g : X, — X, such that

X —5 X

N

X5,

X —23 X,

Nk

Xl’

where i; and i, are isometric embeddings.

Let A and B be sets in complete metric spaces X and Y, respectively. Letf : A — B
be a homeomorphism. Show that there exist Gs-sets C and D such thatA < C < C1A
and B ¢ D ¢ C1 B and a homeomorphism f : C — D such that f |,= f.



6 Compact metric spaces

In this chapter, we study an important class of metric spaces called compact metric
spaces. We will see that a compact metric space can be embedded in the Hilbert cube as
a closed set. Also, we show that every compact metric space is a continuous image of the
Cantor set.

6.1 Compactness
Let X be a metric space, and let A be a set in X. Then a family
U ={U, | a € A, where A is an indexing set}

of open sets of X is called an open cover of A if

Ac U,

acA

Throughout this chapter, .4 will denote an indexing set.
Let ¢ be an open cover of A. Then a subfamily V of { is called a subcover of ¢/ if V
is itself an open cover of A.

Example 6.1.1. Consider the real line R. Let r > 0 be a fixed real number. The family
{x-r,x+r)|xeR}
is an open cover of R. Note that the family
{x-r,x+r)|xeQ}
is a subcover of the above open cover.
Example 6.1.2. The family
U={nn+1)|nez}
is not an open cover of R as [,z (n,n+1) = R\ Z.
Example 6.1.3. The family
U={n-Ln+1)|nez}

is an open cover of R. The only subcover of ¢/ is I/ itself.

Definition 6.1.4. A set A in a metric space X is called a compact set if every open cover
of A has a finite subcover.

https://doi.org/10.1515/9783111636085-006
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In other words, if A is compact and
U={U,|aecA}
is an open cover of A, then it has a subfamily
{Uq,>- > Ug, }

of ¢ such that A < U, Uq,- A metric space X is called a compact metric space if X is a
compact set of X.

Example 6.1.5. The real line R is not compact. Consider the open cover
U={(-n,n)|neN}
of R. On the contrary, suppose that it has a finite subcover
V={(-n,n),...,(—n,n)}

Let k = max{ny,...,n;}. Then
!
R = J(-nyn) = (<K, k),
i=1

a contradiction.

Example 6.1.6. Consider the set

A={1|ne1N}u{0}.
n
Let

U={U, | aeA}

be an open cover of A. Then 0 € Uy for some f € .A. Since Uy is open, there is § > 0 such
that (-6, 6) < Up. By the Archimedean property there is k € N such that % < 8. Then for
alln >k,

Sl

€ (—6,6) C UB
Let ; € U, for1<i<k-1Then

Ugyr--->Uqy > Up

1

covers A. This shows that A is compact in RR.
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Example 6.1.7. Let X be a discrete metric space. Then
{{x} | x e X}

is an open cover that does not have a nontrival subcover. We can observe that X is com-
pact if and only if X is finite.

Proposition 6.1.8. A compact set in a metric space is a closed set.

Proof. Let A be a compact set in a metric space X. We will prove that X \ A is open.
Letx € X\ A. Leta € A. Then a # x. Then there are open balls B(x,r,) and B(a, s,)
such that

B(x,r,) N B(a,s,) = 0.
Note that the family
U =1{B(a,s,) | a € A}
is an open cover of A. Since A is compact, there is a finite subcover
{B(ay, Sa,)> -+ > B(ay, san)}

of . Let U = UL, B(a;, Sg,)- We can observe that U is open and A ¢ U.
LetV = N, B(x, rq,)- Then Vis open, and x € V. We claim that U and V are disjoint.
Note that foreach1<i<n,

B(x, '"a,.) N B(a;, Sa,.) =0.
This implies that B(a;, s, )NV = 0 for each 1 < i < n. This shows that UnV = 9. Therefore
xeVcX\UcX\A

This implies that x in an interior point of X \ A. Since x € X \ A is arbitrary, X \ A is open.
Hence A is closed in X. O

Proposition 6.1.9. A closed set in a compact metric space is a compact set.

Proof. Let F be a closed set in a compact metric space X. Let
U={U,|aeA}

be an open cover of F. Consider the set V = ¢/ U {X \ F}. Then V is an open cover of X.
Since X is compact, V has a finite subcover

W = {Uy»..., Uy, X \ F}.
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Note that

Fc Lnj Uy,
i=1

This shows that F is compact. O
Proposition 6.1.10. The continuous image of a compact set is compact.

Proof. Let f be a continuous map from a metric space X to a metric space Y. Let A be a
compact set in X. We claim that f(A) is compact in Y. Let

U={U,|aecA}
be an open cover of f(A). Since f is continuous, f (U, is open in X. Since

f@ < (| Us

acA

we have
Acff(A)
<] u,
(Uz)
= wy.

ac A

This implies that
F U la e A}

is an open cover of A.
Since A is compact, it has a finite subcover

W), ... f U}

Then

fa) gf( f‘l(Ual.)>

n
i=1

-

]
-

c|JUe.
v

This shows that f(A4) is compactin Y. O
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Corollary 6.1.11. Let X and Y be homeomorphic metric spaces, and let X be a compact
metric space. Then Y is a compact metric space.

Corollary 6.1.12. Let f be a continuous map from a metric space X to a metric space Y.
Let X be compact. If F is a closed set in X, then f(F) is a closed set in Y.

Proposition 6.1.13. Let X and Y be metric spaces with compact X. Letf : X — Y bea
bijective continuous map. Then f is a homeomorphism.

Proof. By Corollary 6.1.12 we observe that f is a closed map. Hence f is a homeomor-
phism. O

Proposition 6.1.14. A compact metric space is bounded.

Proof. Let X be a compact metric space. Let x € X. Then the family
{B(x,n) | n e N}
is an open cover of X. Since X is compact, it has a finite subcover
{B(x,ny), ..., B(x,np)}.

Let k = max{ny,...,n;}. Then
l
X =B, n) = Bix, k).
i=1
Hence X is bounded. O

Proposition 6.1.15. Let A be a compact set in a metric space X, and letf : A — R be
continuous. Then for all x € A, there exist a,b € A such that

fla@) <f() <f(b).
Proof. Since A is compact, f(A) is compact in R. By Proposition 6.1.14 it is bounded. Let
m =inf{f(x) | x € A} and M =sup{f(x)|x € A}.

We claim that there is b € A such that f(b) = M. On the contrary, suppose that f(x) < b
for all x € A. Consider the map g : A — R defined by g(x) = Note that g is
continuous but not a hounded map. This is a contradiction.

Similarly, there is a € A such that f(a) = m. Hence

_1
M-f()"

f(a) <f(x) <f(b). O
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Let A be a set in a metric space X, and let € > 0. We define the set
BA,e)={zeX |d(zA) <¢€}
Proposition 6.1.16. Let A be a compact set in a metric space X, and let U be an open set
in X such that A € U. Then there is € > 0 such that B(A,€) c U.

Proof. Let F = X\ U.Define themap f : X — Rby f(x) = d(x, F). Then f is continuous.
Note that f(x) > 0 for all x € U. In particular, f(x) > 0 for all x € A. By Proposition 6.1.15
there is a € A such that f(a) < f(x) for all x € A. Let € = f(a) > 0. For x € A, we have

f(a) < f(x) =d(x,F) <d(x,y), whereyceF.

This implies that d(x,y) > e for all x € A and y € F. In other words, if d(x,y) < € for
x € A, theny e U. This implies that

BA,e)={zeX|d(z,A) <€} cU. O

Theorem 6.1.17 (Heine-Borel theorem). Let a,b € IR. Then the closed interval [a,b] is
compact in R.

Proof. If b < q, then [a, b] is at most singleton. Therefore it is compact. Assume that
a < b. By Corollary 6.1.11 it is sufficient to show that [0,1] is compact in R. Let

U={U,|ae A
be an open cover of [0, 1]. Consider the set

Y = {x € [0,1] | [0, x] is contained in a union of finitely many members of ¢}.

Note that 0 € Up for some B € A. Then [0,0] = {0} < Up. This implies that Y + 0.
Observe that the set Y is bounded above by 1. By the least upper bound property of R
the supremum of Y exists in R. Let [ = sup Y. Clearly, [ € [0,1]. We claim that [ = 1. This
will prove that [0,1] is compact.

On the contrary, suppose that [ < 1. Consider an open set U, € ¢/ such that ! € U,.
Since U, is open, there is § > 0 such that (I - 6,1+ §) ¢ U, with [+ 6 € [0,1]. Since I - &
is not an upper bound of Y, thereisy € Y such that/ - § <y < L. Let

Ugr Ug,

be members of ¢/ such that

n
[0,y] Uai.
i=1

Then
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n
[0,1+8] = [0,y]uy,1+68] | JU, U T,
i=1

This implies that [ + § € Y. This is a contradiction since [ is the supremum of Y. Hence
=1 O

Letay,...,ay, by, ..., b, be real numbers such that a; < b;, 1 < i < n. Consider the
n-dimensional cuboid

C, =lay, byl x - x [ay, byl
We can observe that C, is closed in R™.

Theorem 6.1.18. An n-dimensional cuboid is compact in R".

Proof. The proofis by induction on n. By the Heine—Borel theorem the result is true for
n = 1. Suppose that every (n — 1)-dimensional cuboid is compact in R". Let

Cn = [al,bl] Xeee X [an,bn].

Consider the nth projection 77, : R" — Rby 71,(x, ..., X,) = X,,. Letv € [a,, b,]. Consider
the set
Cv) ={xeC, | m(x)=v}
= [ay, byl x [@p_1, by 4] % -~ x {V}.
Since C(v) is homeomorphic to C,_;, by induction hypothesis C(v) is compact for all v €

[a,, byl
Let

U={U,|aec A}

be an open cover of C,,. Note that{ is an open cover of C(v) for allv € [a,, b,]. Since C(v)
is compact, there is a finite subcover ¢4, of ¢/ such that

cve |J U

Ueld,

Let V(v) = UUGZ/{V U. Then C(v) < V(v). By Proposition 6.1.16 there is €, > 0 such that
B(C(v),€,) € V(v). Note that for z € C,, and y € C(v), we have |r,(z) - v| < d(z,y). Then

{zeCyl|m@2) -v|<e}={zeClv-g, <m(2) <V+e,}
c V().

Note that {(v — €,,v +€,) | v € [ay, b,]} is an open cover of [a,, b,]. Since [a,,b,] is
compact, it has a finite subcover
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{vi—e,,v1+€,) .., (Ve — €,V +€,)}

such that
k
[an) bn] < U(Vi - E‘Vi,\),- + evi)-
i=1
Note that
k
G JVvwy.
i=1
This shows that C,, is compact. O

Theorem 6.1.19. A set A in R" is compact if and only if it is closed and bounded.

Proof. A compact set in a metric space is closed and bounded. Conversely, suppose
that A is a closed and bounded set in R"™. Since A is bounded, A is contained in some
n-dimensional cuboid C,,. Since C, is compact and A is closed, A is compact. O

We have seen that there are several norms on a normed space. We are interested
how these norms are related. We have observed that on a normed space the Lipschitz
equivalence and topological equivalence coincide. Therefore we will shortly say “equiv-
alent” for “Lipschitz equivalent” or “topological equivalent”. Let us focus on the finite-
dimensional normed spaces.

Theorem 6.1.20. Any two norms on a finite-dimensional vector space are equivalent.

Proof. Let V be a finite-dimensional vector space over IF, where F = Ror IF = C. Let | - |
be anormon V. Let {vy,...,v,} be abasis of V. Then given x € V, X = xyv; + -+ + XV,
where x; € F. Define || - |, : V — Rby

1
n 2
2
lxll, = (led ) :
i=1

We can check that || - ||, is a norm on V. We will show that || - || is equivalent to || - [|,. Let
1
M = (3L, Ivil*)?. Now

n
Z XiVi
i=1

n
<Y Ixillvl
i=1

IxIl =

1 1
n 2/n 2
< <Z x; |2 ) <Z lv; ||2 ) (by the Cauchy-Schwarz inequality)
i=1 i=1

= Mx]l;.
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Let us identify V isometrically with F". Define the map f : V — R by

n

invi .

i=1

OO = Ixll =

Using the sequential criterion, we can check that f is continuous with the usual metric
on F". Let

S={xeV|lxl,=1}

2 2
= {(le...,xn) € ]Fn | |X1| +...+|Xn| :1}

If F = R, then S can be identified with the unit sphere in R". If F = C, then S can be iden-
tified with the unit sphere in R*". By Theorem 6.1.19, S is compact. By Proposition 6.1.15
thereisa = (ay,...,a,) € Ssuchthat f(a) < f(x) for all x € S. Let m = f(a). Suppose that
m = 0. Then

fw=[Sa|-s

and thus ) a;v; = 0. This implies that a; = 0 for all i, a contradiction. Hence m > 0.

Lety e V be such that y # 0. Then |||[§’—"2||2 = 1. This implies that ”3’—”2 € S. Then

m:f(a)Sf<|§}_||2>:HID)'}_IIz

Therefore

milyl, < Iyl (6.1

If y = 0, then inequality (6.1) is trivially satisfied. Therefore m||x|, < ||| for all x € F".
Thus we have

milxlly < IIxIl < Mlix[l,.

Hence || - || is equivalent to | - ||,. Since equivalence of norms is an equivalence relation,
any two norms on V are equivalent. O

Now there is a natural question whether there are inequivalent norms on an
infinite-dimensional normed space. If there are such norms, then how many inequiv-
alent norms are there. The following result answers this question. Its proof uses some
cardinal arithmetic. If the reader is not aware of this, then he or she may leave the
proof with the understanding that there are rather many inequivalent norms on an
infinite-dimensional normed space.

Theorem 6.1.21 (Miyeon Kwon). IfV is infinite dimensional, then the number of inequiv-
alent norms on V is 24,
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Proof. Let{v, | a € A} be abasis of V. Since A is infinite, the set .4 x N is in bijection
with 4. Without loss of generality, we can index the elements of a basis with .4 x N.
Suppose that {v,, | (a,n) € A x N}is a basis of V. Let x € V. Then

X = z XanVan>
(a,n)e AXN

where the sum is finite. For each subset Z of .4, define the norm on V by

Ixlz = z XanVan
(a,n)e AXIN z
1
= > Xl ) Xl
(a,n)eZxN (a,n)e(A\Z)xN

Suppose that Z and 7 are distinct subsets of A. Let a € Z \ 7. Then we can check that
[Vanllz — 0 and |vg,ll 7 — 1asn — oo. This implies that || || is not equivalent to || || 7.
Therefore the number of inequivalent norms on V is at least the number of subsets of
A, that is, 207V,

First, suppose that F = R. For a basis B of V, consider the vector space T over the
field Q of rationals. Then

T={XV++XV, | X; € QV; € B,n e N}

Since Q is dense in the real line, each real number is a limit of some sequence in Q.

Also, since a norm is a continuous map, each norm on V is completely determined by its

values in T. This implies that the number of norms on V is at most the number of maps
from T to R. Let ¢ be the cardinality of R. Then the number of maps from T to R is

T

c|T| _ (2N0)| |

= (2%)

— gXolBl

Bl as 18] = |T|

_ o8l

_ 2dim(V)

Thus the number of inequivalent norms on V is 241,
If F = C, then we consider T as a vector space over the field Q + iQ, and the rest of
the proof is similar. O

We observed above the first deviation from a finite-dimensional normed space to
an infinite-dimensional normed space in terms of equivalence of norms. Let us see the
second deviation. Suppose that V is a finite-dimensional normed space over FF. We can
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observe that the unit sphere in V is compact. We will show that the compactness of the
unit sphere in V implies that V is finite dimensional. First, we observe the following:

Theorem 6.1.22. Let V be a normed space, and let W be a proper closed subspace of V.
Let a be a real number such that 0 < a < 1. Then there is x, € V such that ||x,| = 1 and
X, =yl >aforally e W.

Proof. Choose a point x € V' \ W. Since W is closed,

d=d(x,W) =inf{|x -w| | w e W} > 0.

Since0 <a<1,d < g. Then thereis w € W such that [x-w|| < g. Letx, = ﬁ Clearly,
[Ix,ll = 1. For any y € W, we have
g =yl = | e —y”
“ llx — wl|
=—|x-(w+x-w
e~ (W - wiy))
a
> —d
d
=-a. O

Now we prove the following characterization of a finite-dimensional normed space.
To prove it, we need that if a set A is compact in X, then every sequence in A has a
convergent subsequence. We will prove this fact later.

Theorem 6.1.23. A normed space V s finite dimensional if and only if the unit sphere
S={xeV]||x| =1}is compact.

Proof. If V is finite dimensional, then we can easily prove that S is compact in V. To
prove the converse, suppose that V is an infinite-dimensional normed space.

Choose x; € S. Since V is infinite dimensional, the subspace (x;) generated by x; is
not V. Since (x;) is finite dimensional, (x;) is closed in V. Let a be a fixed real number
such that 0 < a < 1. By Theorem 6.1.22 there is x, € S such that |x, — y| > a for all
Yy € (xq). Again, (xq,X,) # V. By Theorem 6.1.22 there is x; € S such that ||x; - y|| > a
for ally € (xq,xy). In this way, we get a sequence (x,,) in S such that ||x, — x,,|l > a for
n # m. This sequence does not have a convergent subsequence. This shows that S is not
compact. O

By the same argument and the same sequence (x,) we can prove that a normed
space V is finite dimensional if and only if the closed unitbhall D = {x € V | ||x|| < 1} is
compact.

Let us see one more characterization of a finite-dimensional normed space.

Theorem 6.1.24. A normed space V is finite dimensional if and only if every linear func-
tionalf : V. — F is continuous.
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Proof. Suppose that V is a finite-dimensional normed space with dim V = n. Let
{V,...,v,} be a basis of V. Then every x € V can be uniquely written as x = Y1, x;v;,
where x; € F. Since V is finite dimensional, it is sufficient to consider the norm | - ||; on
V defined by |Ix|l, = Y1, Ix;l.

Letf : V — F be a linear functional. Let M = max{|f(vy)l,...,|[f(v,)[}. Then

n

Y xf(v)

i=1

reol =

i=1
n

<MY x|

i=1

Therefore f is continuous.

To prove the converse, suppose that V is an infinite-dimensional normed space. Con-
sider a linearly independent set {v; | i € IN} in V. Without loss of generality, we can
assume that [lv;|| = 1for all i € N. Extend this linearly independent set to a basis

B={v;lie N}u{w,|ae A}

of V, where Nn A = @. Define the linear functional f : V — Rbyf(v;) = iand f(w,) =0
foralli € N and a € A. We claim that f is discontinuous. On the contrary, suppose
that f is continuous. Then |[f(v;)| < [fIl [lv;ll. This implies that |f|| > ifor alli € N, a
contradiction. O

By Theorems 6.1.23, 6.1.24, and 3.1.34 we get the following:

Theorem 6.1.25. Let V be a normed space V. Then following statements are equivalent:
(1) Vs finite dimensional;

(i) The unit sphere S = {x € V | |x|| = 1} is compact;

(iii) The closed unit ballD = {x € V | | x| < 1} is compact;

(iv) Every linear functional f : V — F is continuous;

(v)  Every subspace of V is closed.

6.2 Equivalence of compactness

In this section, we study some properties of a metric space, which are equivalent to the
compactness.

Definition 6.2.1. A metric space X is said to satisfy the Bolzano—Weierstrass property if
every infinite set in X has a limit point.
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Proposition 6.2.2. Let X be a compact metric space. Then X satisfies the Bolzano-
Weierstrass property.

Proof. On the contrary, suppose that X does not satisfy the Bolzano—Weierstrass prop-
erty. Let A be an infinite set in X that has no limit point in X. Then A is closed. Therefore
A is compact.

Let a € A. Since a is not a limit point of 4, there is an open ball B(a, r,) that does not
contain any other point of A. Note that the family

{B(a,ry) | a € A}
is an open cover of A. Since A is compact, it has a finite subcover

{B(al) ral)) R ’B(arp ran)}

such that
n
Ac UB(al-,ral_).
i=1

Since each open ball B(a;, ) contains only one point of 4, namely a;, A is a finite set, a
contradiction. O

Definition 6.2.3. A metric space X is called sequentially compact if every sequence in X
has a convergent subsequence.

Proposition 6.2.4. Let X be a metric space that satisfies the Bolzano—Weierstrass prop-
erty. Then X is sequentially compact.

Proof. Consider a sequence (x,,) in X. Let A be the set of terms of the sequence (x,,).

First, suppose that A is a finite set. Then there is term of the sequence (x,), say X,
which is repeated infinitely many times. Then the sequence (x,) has a constant subse-
quence (x). Clearly, the subsequence (x) converges to x.

Now suppose that A is an infinite set. Since X satisfies the Bolzano—Weierstrass prop-
erty, A has a limit point in X. Let x € X be a limit point of A. Choose a term x,, in the
open ball B(x,1). Next, choose a term Xn, in the open ball B(x, %), where n, > n;. In this
way, we obtain a subsequence (xnk) of the sequence (x,,), where Xn, € B(x, %). We can
easily observe that x, — x. O

Proposition 6.2.5. Let X be a sequentially compact metric space. Let U be an open cover
of X by open balls. Then there is n € IN such that every open ball of diameter less than %
is contained in some member of U.

Proof. On the contrary, suppose for each n € IN, there is an open ball B(x,,, %) that is not
contained in any member of ¢/. This gives a sequence (x,,) in X. Since X is sequentially
compact, (x,) has a convergent subsequence (X ). Suppose X, — x in X.
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Since U covers X, there is an open ball B(y, r) in ¢/ containing x. Let
s = min{d(x,y),r - d(x,y)}.

Then B(x, s) < B(y, r). Since Xn, = X, there is k € IN such that

, s
jzk= d(xn]_,x) < 7

Choose n; > n; such that nl < % Since n; > ny, d(xy,,X) < % We claim that B(xy,, %)

B(x, s). For this, let z € B(xnl_, %). Then d(z, an-) < nl Now

d(z,x) < d(z,xnl_) + d(xni,x)

<1+s
n; 2
S

AN

-+
2

=S.

NI w»

This implies that z € B(x, s), and thus

B(xnl_, nl> < B(x,8) € B(y,r).

1

This is a contradiction.

-

O

Let X be a sequentially compact metric space, and let ¢/ be an open cover of X. By
Proposition 6.2.5 there is a positive real number § such that any set in X of diameter
less than & is contained in some member of /. Such a positive real number § is called a
Lebesgue number for the open cover ¢/. Note that a Lebesgue number is not unique for
an open cover /. Any positive real number less than § is also a Lebesgue number for /.

Proposition 6.2.6. Every continuous map from a compact metric space is uniformly con-

tinuous.

Proof. Let X and Y be metric spaces with compact X. Let f : X — Y be a continuous

map. Let € > 0. Then the family

o ) e

is an open cover of Y. Since f is continuous, the family

5o
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is an open cover of X. Since X is compact, X is sequentially compact. Let § > 0 be a
Lebesgue number for V. Let x4, X, € X be such that d(x;,x;) < . In other words, the
diameter of the set {x;, X} is less than §. Choose a member f(B(y, g)) of V containing
x; and x,. Then f(x;), f(xp) € B(y, 5). Now

d(f(x).f(x)) < d(f(x1),y) + d(y,f(xy)) < €.

Hence f is uniformly continuous. O

Remark 6.2.7. If we carefully observe the proof of Proposition 6.2.6, then we can see
that if a metric space X in which a Lebesgue number exists for every open cover of X,
then every continuous map on X is uniformly continuous.

Definition 6.2.8. A set A in a metric space X is called totally bounded if for each ¢ > 0,
there are finitely many points x;, . .., x,, such that

n
Ac| B e).
i=1
A metric space X is called totally bounded if X is a totally bounded set in X.

Example 6.2.9. Consider the open interval (0,1) in the real line R. Lete > 0. If ¢ > 1,
then (0,1) € B(x,€), where x € (0,1). Let 0 < € < 1. Then there exists n € IN such that

L <eletx;= -=,i=1,...,n. We can observe that
n+1 t n+1

0,1) < | JB(x; €).
i=1

Therefore (0, 1) is totally bounded.
Proposition 6.2.10. A totally bounded set in a metric space is bounded.

Proof. Let A be a totally bounded set in a metric space X. Then for € = 1, there is a finite
setY = {xq,..., Xy} such that

n
Ac| JBx;1).
i=1

Letx,y € A. Then x € B(x;,1) and y € B(x;, 1) for some x;, x; € Y. Now

d(x,y) < d(x, x;) + d(x;, x;) + d(x;,y)
< 2+ diam(Y).

This shows that A is bounded. O
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Abounded set need not be totally bounded. Consider the set of real numbers R with
the metric

d(x,y) = min{1, |x — y[}.

Then R is bounded but not totally bounded. Also, an infinite set with the discrete metric
is bounded but not totally bounded, as any open ball of radius less than 1 is a singleton
set.

Proposition 6.2.11. A sequentially compact metric space is totally bounded.

Proof. Let X be a sequentially compact metric space. On the contrary, suppose that X
is not totally bounded. Then there is € > 0 for which there are no finitely many points
X5 ... Xy Such that

n

| JBWx,.€) # X.

i=1
Choose a point x; € X and consider the open ball B(x,€). If B(x;,€) = X, then X is
totally bounded, a contradiction. Thus B(xy,€) # X. Choose x, € X \ B(xy, €). Consider
B(xy, €) UB(x,, €). Since X is not totally bounded, we inductively get a sequence (x,,) such
that d(x,, x,,) > € for n # m. We can observe that this sequence (x,) does not have a
convergent subsequence. This is a contradiction. O

Proposition 6.2.12. A sequentially compact metric space is compact.

Proof. Let X be a sequentially compact metric space. Let ¢/ be an open cover of X. Let
§ > be a Lebesgue number for the open cover /. Since a sequentially compact metric
space is totally bounded, for g, there are finitely many points x;, . .., x,, such that

" )
X = L_JB<Xi’ §>
i=1
Note that diam(B(x;, g)) < %‘3 <6foralli=1,...,n Let U; € U be such that B(x;, g) cU;
foralli=1,...,n. This implies that

x=Ju.

n
=1

This shows that X is compact. O
Proposition 6.2.13. A compact metric space is complete.

Proof. Let X be a compact metric space. Let (x,,) be a Cauchy sequence in X. Since a
compact metric space is sequentially compact, (x,) has a convergent subsequence. By
Proposition 5.2.21 X is complete. O
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The real line R is complete but not compact. It is natural to ask when a complete
metric space is compact. We have the following:

Proposition 6.2.14. A metric space X is compact if and only if X is complete and totally
bounded.

Proof. We have observed that a sequentially compact metric space is totally bounded
and a compact metric space is complete. Therefore a compact metric space is complete
and totally bounded. Conversely, suppose that X is complete and totally bounded. We
will show that X satisfies the Bolzano—Weierstrass property.

Let A be an infinite set in X. Since X is totally bounded, for each n € N, there is a
finite set Y,, in X such that

x={J B<x,%>.

XxeY,

Then for n = 1, there is a point x; € Y; such that B(x,1) contains infinitely many points
of A. In other words, A N B(x, 1) is infinite. Since

AnB(x,1) < | B<x, 1>,

X€Y, 2

there is a point x, € ¥, such that
1
AN B(xy,1) N B| x, 3
is infinite. Inductively, we get x,, € Y, such that
1
AnB(Xx,)Nn---nB X”’ﬁ

is infinite. Let € > 0. Then there is kK € N such that % <eletmn>kanda € An
B(X,5 %) N B(Xy, %). Then

d(Xpm> Xp) < d(Xp, @) + d(a, Xp)

1 1
<—+4=
m n
2
< —

k
<e.

This implies that (x,,) is a Cauchy sequence. Since X is complete, x,, — x in X. Therefore
x is a limit point of A. This shows that X satisfies the Bolzano—Weierstrass property. [
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We have observed that every continuous real-valued map from a compact metric
space isbounded. We are interested in a metric space with every continuous real-valued
map bounded.

Definition 6.2.15. A metric space X is called pseudocompact if every continuous real-
valued map from X is bounded.

Proposition 6.2.16. Let X be a pseudocompact metric space. Then a Lebesgue number
exists for every open cover of X.

Proof. Let U be an open cover of X. If X € U, then we are done. Suppose that X ¢ U.
Choose a point a € X. Note that d(x,a) = d(x, {a}) for all x € X. By Example 3.1.30 the
map f : X — R defined by f(x) = d(x, a) is continuous. By assumption there is M > 0
such that f(x) < %/[ forall x € X. Let x,y € X. Then

d(x,y) <d(x,a) +d(a,y)

M oM
272
=M.

We define the map ¢ : X — R by
d(x) = sup{d(x, X\ U) | U e U}.
Note that
dx,X\U) =inf{ld(x,y) |y e X\ U} < M.
This implies that ¢(x) < M for all x € X. For all x,y € X and U € i, we have

|do, X\ U) —d(y, X \ U)| < d(x,y).

Then
dx,X\U) <dy, X\ U) +d(x.y)
<o) +d(x,y).
This implies that
() < ¢(y) +d(x. ).
Therefore

d(x) — p(y) < d(x, ).
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We can similarly show that

o) - o) < dx.y).

Hence

900 - )| < d(x. ).

This shows that ¢ is a continuous map. Note that X \ U # 0 forall U € U/. Let x € X. Then
x € V for some V € /. Then

o(x)=d(x,X\V)>0.

Then the map ¢ : X — R defined by y(x) = ﬁ is continuous. By assumption there is
m > 0 such that ¥(x) < m for all x € X or, in other words, % < ¢(x) for all x € X. We
claim that any § such that 0 < § < % is a Lebesgue number.

Letx € X.Since 0 < § < %, there is U € U such that d(x,X \ U) > 8. Let z € B(x, 6).
Then d(z, x) < §. This implies that z € U. Since z € B(x, §) is arbitrary, B(x, §) ¢ U. This

shows that 6 is a Lebesgue number. O
Proposition 6.2.17. A pseudocompact metric space is totally bounded.

Proof. Let X be a pseudocompact metric space. On the contrary, suppose that X is not
totally bounded. Then there is € > 0 such that X cannot be written as a union of finitely
many balls of radius €.

Let x; € X and consider the open ball B(xy,€). Since X is not totally bounded,
B(xy, €) # X. Choose x, € X \ B(xy, €). Again,

X # B(xq,€) U B(Xy, €).

Inductively, we get a sequence (x,) in X such that d(x,,,x,) > eform # n.LetA =
{x, | n € N}. Note that A is closed in X and the subspace metric on A is topologically
equivalent to the discrete metric on A. Then the map f : A — R defined by f(x) = ne
is continuous. By Tietze’s extension theorem, f can be extended to a continuous map
f : X — R. Observe that f is unbounded, a contradiction. 0

Proposition 6.2.18. A pseudocompact metric space is compact.

Proof. Let X be a pseudocompact metric space. Let I/ be an open cover of X. Let § > 0
be a Lebesgue number for ¢/. Since X is totally bounded, there are finitely many points
Xy5 - . .» Xy 0f X such that

X =B(xy,6) U--- UB(Xy,95).

Since § > 0 is a Lebesgue number, there is an open set U; € U/ such that B(x;, §) < U; for
all1<i<n Then



6.3 Hilbert cube = 207

X=Uu---uU,

This shows that X is compact. O

Definition 6.2.19. A metric space X is called countably compact if every countable open
cover has a finite subcover.

Clearly, a compact metric space is countably compact.
Proposition 6.2.20. A countably compact metric space is compact.

Proof. Let X be a countably compact metric space. We will show that X satisfies the
Bolzano-Weierstrass property. On the contrary, suppose that there is an infinite set Y in
X that has no limit point. Let A be a countably infinite subset of Y. Then A does not have
limit point in X. This implies that for each x € X, there is an open ball B(x, r) such that

B(x,r)n(A\{x})=0.

Let a € A. Then for every x € X \ (A \ {a}), there is an open ball B(x, r) such that
Bx,r)n(A\{a}) = 0.

This implies that B(x,r) € X \ (4 \ {a}). Therefore U, = X \ (A \ {a}) is an open set in X.
Note that for each x € X, there is an open ball around x contained in U,,. This implies
that

U={U, | aeA}
is an open cover of X. Since X is countably infinite, it has a finite subcover
{Ug>---» Ug }-
Note that U, N A = {a} and
AcUg U---Ulg.
This implies that A is finite, a contradiction. O

Thus for a metric space, the compactness, Bolzano—Weierstrass property, sequential
compactness, pseudocompactness, and countable compactness are equivalent.

6.3 Hilbert cube

The aim of this section is to show that a compact metric space can be homeomorphically
embedded in the Hilbert cube as a closed set.
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LetI = [0,1] with the metric of the real line. Consider the product / N with the metric

(o)

X -
ey = y, Pl
n=1

for x = (x,,) and y = (y,,). The metric space (IN, d) is called the Hilbert cube.
Let S be a collection of open sets in a metric space X such that for every x € U,
where U is open in X, there are finitely many members S;, ..., S, in S such that

Remark 6.3.1. Such a collection S is called a subbase. We may be curious that there may
be also a notion of a base. It is there, but it is deliberately not defined, although we have
used this notion in this book.

Theorem 6.3.2 (Alexander subbase theorem). Let S be a subbase in a metric space X. If
for every open cover U < S, there is a finite subcover; then X is compact.

Proof. On the contrary, suppose that X is not compact. Let V be an open cover of X that
has no finite subcover. Let V be maximal with respect to this property. Then SNV cannot
cover X, since otherwise by our assumption S NV < S has a finite subcover. This is a
contradictionas SNV c V.

Let W be the union of members of S N V. Let x € X \ W. Then there is an open set
U € Vsuch that x € U. Since S is a subbase, there are finitely many members S;,..., S,
of S such that

We can observe that §; ¢ S N V; otherwise, if x is in some S;, then x € W. By the maxi-
mality of V the open cover V U {S;} has finite subcover for each 1 < i < n, say

Vi,V U iSih

This implies that for each 1 < i < n, X \ {S;} is covered by finitely many members of V.
Therefore X \ NS; and consequently X \ U are covered by finitely many members of V.
Since U € V, X is covered by finitely many members of V. This is a contradiction. O

Theorem 6.3.3. The Hilbert cube is compact.

Proof. By Proposition 4.1.6, given x € V with V open in the Hilbert cube, there is an open
set

G=Ux- - xUyxIxIx---
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such that

xeGcV.
For k €I, let i =Ix---x1I(ktimes). For k € N,a € [0,1), and b € (0,1], denote
Li(@) ="' x (@, 1] x I xI x---
and
Up) =T" < [0,b) x I XTI x -+

Let S be the set of all such L (a) and U;(b). Note that S is a subbase. Let ¢/ be an open
cover contained in S. For each k € IN, let

ay = inf{a € [0,1) | Ly (a) € U}
and
by = inf{b € (0,1] | Uy (b) € U}.

Now we claim that there is m ¢ N such that a,, < b,,. On the contrary, suppose that
a, > b, for all n € N. Then

alsaZ) )¢ U U.
UelU

This is a contradiction. Therefore a,, < b,, for some m € N. Then there are a € [0,1)
and b € (0,1] with a,, < a < b < b, such that L,,(a), U, (b) € U. We can observe
that {L,,(a), U, (b)} is a finite subcover of ¢/. By the Alexander subbase theorem, Nis
compact. O

Proposition 6.3.4. LetH = {(x;) € £, | 0 < X, < %}. Then H as a metric subspace of ¢, is
homeomorphic to the Hilbert cube.

Proof. Let d be the metric on the Hilbert cube. Define the map f : IN — Hby f((x,)) =

(’%). We can check that f is bijective. Since the Hilbert cube is compact, to prove that f
is a homeomorphism, it is sufficient to prove that f is continuous.
Lete > 0. Since Y2, % is convergent, there is k € IN such that

Y

n=k+1

N|"’

Let 6 be a positive real number defined by the equation
2 &

y(%) o=

n=1



210 — 6 Compact metric spaces

Let x = (x,),a = (a,) € I™ be such that

[e0)

dix,a) =)

n=1

|Xn - an|

o < 6.

Then for each n € N, we have

2n = 2n
n=1
(o)
|Xn - an|
DT
n=1
<.
Now
2 S, —ayl\
IFeo - f@l, = Z( — )
n=1 n
k 2 2
E(5) 5 5)
n=1 n n=k+1 n
k son\2 2
2 9 €
< — 8+ =
,;( n ) 2
e €
= — 4+ —
2 2
=€
This shows that f is continuous. O

Corollary 6.3.5. LetH = {(x;,) € &, | 0 < x,, < %}. Then H as a metric subspace of ¢, is
compact.

Remark 6.3.6. In view of Proposition 6.3.4, we will also call H the Hilbert cube.
Proposition 6.3.7. Every compact metric space is separable.

Proof. Let X be a compact metric space. Note that for each n € N, the family

e el

is an open cover of X. Since X is compact, there is a finite set A, in X such that

x=/J B<x,%>.

X€A,
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Let

B= {B(x%) ‘ neN,x eAn}.

Note that B is countable. Let U be an open set, and let x € U. Since U is open, we can
find k € N such that B(x, %) ¢ U. By the property of subcover there is y € A, such that
X € B(y, %). This implies that B(y, %) € Band

X € B< 1) cU

Y n) <Y

Since B is countable, we can renumber B as follows:

B ={B, | neN}
Choose an element x,, € B, and consider the set

D={x,|neN}

We can check that D is dense in X. O

Theorem 6.3.8. A separable metric space can be homeomorphically embedded in the
Hilbert cube.

Proof. Let (X, d) be a separable metric space. Without loss of generality, we can assume
thatd(x,y) < 1forallx,y € X; otherwise, we can define a metric on X that s topologically
equivalent to the original metric and bounded by 1. Let

A={x,|nelN}
be a dense set in X. Define the map f : X — Hby

Let x,y € X. Then for k € N, we have

o, x) — d@Xxg)
k

& 1d(x, x,) - @, x)lP )
: (3 )

2
n=1 n

= fx) -fo)l,
2rdooy\\:
< (,121<T> ) , 6.2)

where the last inequality holds because of the inequality
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|d(x,2) - d(y, z)| < d(x,).

We first claim that f is injective. Let x, y € X be such that x # y. Since A is dense, there is
X; € A such that

d(x, x;) < @

Now if d(x, x;) = d(y, x;), then

d(x,y) < dx, x;) + d(x;,y)
= 2d(x, x;)
<d(x,y).

This is a contradiction. Therefore d(x, x;) # d(y, x;). Now, by inequality (6.2) we have

o0 -l = ‘w o

Therefore f(x) # f(y). This shows that f is injective.
Now we claim that f is continuous. Let € > 0 and a € X. Choose N € N such that

i 1 P €
_2 —_— .
n:N+ln 2

Let § = \/LW Let x € X be such that d(x, a) < §. Then by inequality (6.2) we have

Mqu—ﬂm%Nf

n

>2

dxa)\* & (dxa)\
22) - 3 (50

n=N+1

Mg

IF00 - f@| =

=
I
—_

IN
Nyl
=

I
M=

/N I N /N
QU
—~
>
Q
=

A A
M= i= 1
N S
Sl

H &
N|mN +N

I %

1]
[0}
S

Therefore f is continuous at a € X. Since a € X is arbitrary, f is continuous.
Finally, we claim that f is an open map from X to f(X). Lete > 0 and a € X. To prove
that f is open, it is sufficient to prove that the image of an open ball in X is open in f(X).
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Since A is dense, there is x;, € A such that d(a,x;) < §.Let § = 5. Let f(x) € f(X) be
such that |f (x) - f(a@)], < &. By inequality (6.2) we have

ld(@, x) - d(x, x0)| < k|f () - f(@), < g

This implies that
€ €
d(x, d(a, - < —.
(X, Xxp) < (axk)+3 < 3
Then
d(x,a) < d(x, x) +d(xg, a) < %e + g =€.

Therefore x € B(a, €). Then f(x) € f(B(a, €)). This implies that
B(f(a),8) nf(X) < f(B(a,€)).

Hence f is an open map from X to f(X). Thus f is a homeomorphism from X to f(X). O

Corollary 6.3.9. A compact metric space can be homeomorphically embedded in the
Hilbert cube as a closed subspace.

Remark 6.3.10. Since the cardinality of [0, 1V is equal to that of [0, 1], we can observe
that if X is a metric space with cardinality strictly greater than that of [0,1], then X
cannot be a compact metric space.

6.4 Cantor set

For a given closed interval A = [a, b], let A denote the set after deleting the open middle
third interval of A, that is,

, 1 2
A= [a,a+ g(b—a)] U [a+§(b—a),b].

Also, for a given union

B=| 4

n
=1

of finite disjoint closed intervals 4; = [a;, b;], let B = [ JI, A;.
Consider the interval [0,1]. We will inductively apply the process of deleting the
open middle third interval. Let

Co = [0,1].
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Then define C; = C,, that is,

Now define C, = C,, that s,

1 21 27 8
G =10, <o 30 -1l
? [ 9]”[9 3]”[3 9%[9 ]
When C, is defined, define C,.,; = C,. Note that each C,, is the union of 2" closed intervals.
Therefore each C,, is closed. Now define

(oe)
C={)Cn
n=1
0 1
C, ® ®
1 2
0 3 3 1
C,® ® ° ®
1 2 1 2 7 8
0 9 9 3 3 9 9 1
C,o—@ o—0 o—0 o—©
121 2781 219207 8 2526
02727 9 927273 327279 927271
C3““ ([ 2 N = ) (2 X = ) (2 X = )

Construction of the Cantor set

Consider the set C with the metric induced by the usual metric of R. The metric space C is
called the Cantor ternary set or simply the Cantor set. Since an arbitrary intersection of
closed sets is closed, C is closed. Also, C is contained in [0, 1], so C is compact. We will say
that x € C is an end point of C if it is an end point of one of the open intervals removed
from C, to obtain C,,4.

Proposition 6.4.1. No singleton is open in the Cantor set.

Proof. On the contrary, suppose that there is a point x € C such that {x} is open in the
Cantor set C. Then there is r > 0 such that
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x-r,x+r)nC = {x}. 6.3

Choose k € N such that gik < r.Note that x € Cy. Let [a, b] be an interval of C;, such that
x € [a,b]. Then

[a,blc (x-r,x+T).
Note that one of the end points y of [a, b] is different from x. Since y € C, we get a
contradiction to equation (6.3). O

By Proposition 6.4.1 we observe that the Cantor set is different from the discrete
metric space.

Proposition 6.4.2. For the Cantor set C, D(C) = C.

Proof. Since C is closed, D(C) ¢ C. Conversely, let x € C. Consider an open ball B(x,r).

Choose n € N such that 3ln < r. Then B(x, r) intersects C,, and therefore it intersects C

in a point other than x. Hence x € D(C). This shows that D(C) = C. O

By definition the Cantor set C is a subset of [0,1]. Let us try to find out which points
of [0,1] are in the Cantor set. We have observed that every element in [0, 1] can be rep-
resented in the base b > 1. Let us take b = 3. Let x € [0,1]. Then

X =(0X1Xg -+ Xy -+ *)3e

If x = 0, then x,, = 0 for all n € N. Let x > 0. Suppose we have the following situation in
the base 3 representation:

Xn =1 forsomem, and x,=0 foraln>m. (6.4

Then we can choose x,, € {0,1,2} as follows to avoid the above situation.
Choose the unique x; € {0,1,2} such that

e arl
3 3

Suppose we have obtained x,,_;. Choose the unique x, € {0,1, 2} such that

Now by the construction we have
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Lx, 1

1
— <X- T

m
3 i=1

a contradiction.
Now suppose we have the following situation in the base 3 representation:

Xp =1 forsomem, and x,=2 foralln>m. (6.5)

Then we can redefine x,, for n > m as follows. Take x,,, = 2 and x,, = 0 for all n > m. We
claim that for alln € N, x € C, if and only if all x4, X,, ..., x,, are different from 1. The
proof of the claim is by induction on n.

Let x € [0, %] u [%,1]. Then either x € [0, %] orx € [%,1]. Then

X = (0.0X2X3 . ')3 or x-= (0.2X2X3 . ')3.

This shows that the statement is true for n = 1. Since the middle one third of the subin-
tervals is removed in each step, we can similarly observe that the statement holds in-
ductively. Thus we have shown that x is in the Cantor set if and only if each x,, in the
base 3 representation is either 0 or 2. This defines the bijective map « : C — {0,2}™ by

K(X) = (0.5 -+ )3,

where x, € {0,2}. Consider {0, 2} with the discrete metric and equip {0, 22N with the
metric defined by

X d. i Vi
d(x’y):ZM.

i
i=1 2

We claim that x is a homeomorphism. To prove this, we will prove that its inverse map
is a homeomorphism. Let k' be the inverse of x. Then

© X
K((0X3 X+ )5) = Y 50
n=1

We first show that k' is continuous. Let € > 0. Choose n € N such that 3% <e. Let
a=0aqay )3 € {0,2}]N
be such that
a e {a} x{ay} x---x{ap} x{0,2} x{0,2} x---.
Let

U, = {a)} x{ay} x---x{a,} x{0,2} x {0,2} x - --.
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Note that U, is an open set in {0,2}". By Proposition 4.1.6, if U is an open set in {0, 2}
containing a, then

aelU,cU.

Now for x € U,, we have

[x' %) - &'(a)| =

i X; — a;
i=n+1 3
00
2
< Z §
i=n+1
1

R

< €.

This shows that k' is continuous at a. Since a € {0, 2}~ is arbitrary, k’ is continuous.

Note that since {0, 2} is closed in [0,1], {0,2}Y is closed in the Hilbert cube [0, 1]N.
Since the Hilbert cube is compact, {0,2}™ is compact. Since ' is a bijective continuous
map from a compact set, ' is a homeomorphism. This shows that the Cantor set is home-
omorphic to the countable product of the discrete metric spaces consisting of two ele-
ments. By Proposition 6.4.1, {0,2}™ is not a discrete metric space. Let us observe a few
more properties of the Cantor set.

Proposition 6.4.3. The Cantor set is homeomorphic to the countable product of the Can-
tor sets.

Proof. From the fact that the cardinality of RY is equal to that of R we can observe
that the countable product of metric spaces each of which is a countable product of
the sets {0,2} is a countable product of the sets {0, 2}. This shows that the Cantor set is
homeomorphic to the countable product of the Cantor sets. O

Proposition 6.4.4. The closed interval [0,1] is the continuous image of the Cantor set.

Proof. Letx = (0.xy---X,---)3 € C. Then each x,, € {0,2}. Define

X,
Yy=00y1--Yp--)p, Wherey, = 7"

Define the map f : C — [0,1] by f(x) = y. Clearly, the map f is surjective as when
we double the binary digits of elements of [0,1], we get a member of the Cantor set C
represented in the base 3.

Now we prove that f is continuous. Let x,y € C. Suppose that |x — y| < 31" Then x
and y lie in the same nth step subinterval. This implies that the even representations of x
and y in the base 3 coincide through the nth digit. Therefore the binary representations
of f(x) and f(y) coincide through the nth digit. Hence |[f(x) — f(y)| < zl"
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Let € > 0. Choose n € IN such that zl" < €. Also, choose § > 0 such that § < 31,1 Then

X-yl<é=fx)-fy)| <e.

This shows that f is continuous. O

Remark 6.4.5. Let us consider the endpoints of the first step, % and % Then

%:(0.022---)3 and §=(0.200-~-)3.

These elements are mapped to the same element % as

% = (0.011---), = (0.100 - - -),.

We have the same situation for endpoints of each step.

NI\]
Nlm

Sk

121 2

0 27 27 9 9 27 77
1 1
8 1

1 2 1920 7 8 25 26
3 3 2727 9 9 27 27 1
° www.
L)
3 1 3 3 7 1
8 2 8 1 3

Continuous surjection from C to [0, 1]

Corollary 6.4.6. The Hilbert cube [0,1]N is the continuous image of the Cantor set.

Proof. Consider the countable product C™ of the Cantor sets C. Let f : C — [0,1] be a
surjective continuous map. Define the map ¢ : CN — [0,1]™ by

POt Xg, . ) = (FO). f (), - ).

We can check that ¢ is a surjective continuous map. Since CY is homeomorphic to C, the
Hilbert cube [0,1]N is the continuous image of the Cantor set. O

Let C’ denote the set obtained as the intersection of the sets constructed out of [0, 1]
after removing the middle two-third in each step as we did to obtain the Cantor set C.
By a similar discussion we can show that C’ consists of all the points

X =(0.X1Xg -+ Xp -+ )g
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of [0,1] such that each x,, is either 0 or 5. We can easily observe that C’ is homeomorphic
to the Cantor set C.

Theorem 6.4.7. Every closed subset of the Cantor set is the continuous image of the Can-
tor set.

Proof. Let F be a closed subset of the set C’ discussed above. Note that if x,y € C’, then
the midpoint % ¢ C'.Let x € C'. Then there is a unique point y, € F that is closest
to x. This defines the map f : C' — F by f(x) = y,. We can check that f is surjective and
continuous. Since the Cantor set C is homeomorphic to C', F is the continuous image of
the Cantor set. O

Corollary 6.4.8. Every compact metric space is the continuous image of the Cantor set.

Proof. Let X be a compact metric space. Then X is embedded in the Hilbert cube [0, 1]X.
Without loss of generality, we can suppose that X is a closed set in [0,1]N. Let ¢ : CN —
[0,11N be a surjective continuous map. Then ¢‘1(X ) is a closed set in the Cantor set C.
By Theorem 6.4.7, ¢ (X) is the continuous image of the Cantor set C. Since X is the
continuous image of ¢~1(X), X is the continuous image of the Cantor set. O

Exercises

6.1. First of all, complete whatever is left for you as exercises.

6.2. Suppose that there is a nonzero linear functional f on a vector space V that is
continuous with respect to all the norms on V. Can you conclude that V is finite
dimensional?

6.3. Show that the finite union of compact sets in a metric space is compact.

6.4. Show that the arbitrary intersection of nonempty compact sets in a metric space
is compact.

6.5. Show that if X is a compact metric space such that each point of X is a limit point,
then X is uncountable.

6.6. Check whether the closed ball D(0, 1) is sequentially compact in £, or not.

6.7. Let (X,d) be a compact metric space. Let f : X — X be a map such that
d(f(x),f(y)) < d(x,y) for all x,y e X. Show that there is a unique fixed point
of f.

6.8. Consider the normed space (C[0,1], || - [l,). Show that the set

A={f eC[0,1]|£([0,1]) < [0,1]}

is closed and bounded but not compact in (C[0,1], [ - ll)-
6.9. Let A and B be closed and compact sets in a metric space X such that An B = @.
Show that d(4, B) > 0.
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6.10.

6.11.

6.12.
6.13.

6.14.

6.15.

= 6 Compact metric spaces

Let A be compact set in a metric space X. Show that there are x,y € X such that
diam(4) = d(x,y).

Show that a metric space X is compact if and only if X is complete with respect to
all the topologically equivalent metrics on it.

What are compact sets in Ll[O, 1]?

(Arzela—Ascoli theorem) A family .4 of maps from a metric space X to a metric
space Y is called equicontinuous at a € X if for each € > 0, there is § > 0 such that
foreachf € A,

dix,a) < § = d(f(x).f(a) <e.

The family A is called equicontinuous if it equicontinuous at each point of X.

Let X be a compact metric space. Show that .A is compact in the normed space
(Ce(X), IIll,) of all continuous maps from X to IFif and only if A is closed, bounded,
and equicontinuous.

Show that a metric space X is totally bounded if and only if its completion X is
compact.

Let X be a metric space. Then a family .A of nonempty sets in X is said to have the
finite intersection property if every finite subfamily of .4 has a nonempty intersec-
tion.

Show that a metric space X is compact if and only if every family of closed sets
with finite intersection property has a nonempty intersection.



7 Connected metric spaces

In this chapter, we study connected metric spaces and their properties.

7.1 Connectedness

Consider the real line R. Suppose we wish to express the real line as a union of two
nonempty disjoint open sets U and V, that is,

R=UUV and UnV=0.
Choose a € U and b € V and suppose that a < b. Consider the set
A={xeR|[ax) cU}

Note that a € A and b is an upper bound of A. By the order completeness of R, the
supremum of A exists in R. Let [ = sup A. We can check that lis a limit point of U. Since
U is the complement of V, U is closed in R. This implies that [ € U. Also, since U is open,
there isr > 0 such that

(I-rl+r)cU.

This implies that [I- 5,1+ ) € U, which shows that [a, [+ ) < U. This is a contradiction.
Therefore the real line cannot be represented as a union of two nonempty disjoint open
sets.

Definition 7.1.1. A metric space X is called connected if it cannot be expressed as a
union of two nonempty disjoint open sets.

A metric space X is called disconnected if it is not connected. Suppose a metric space
X is disconnected. Then there are nonempty disjoint open sets U and V such that

X=UuV.

The pair (U, V) is called a disconnection of X.
Example 7.1.2. The real line is connected.

Example 7.1.3. The discrete metric space X containing more than one point is discon-
nected. For any two distinct points x and y, there is a disconnection, one containing x
and the other containing y.

Proposition 7.1.4. A metric space X is disconnected if and only if there exist two non-
empty disjoint sets A and Bin X such thatX =AU B, (ClLA)NnB =@, and An (C1B) = 0.

https://doi.org/10.1515/9783111636085-007
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Proof. Suppose that X is disconnected. Then there are nonempty disjoint open sets U
and V such that X = U U V. Since U and V are closed, ClU = U and C1V = V. Therefore
(CU)NV =0,and U N (C1V) = 0.

Conversely, suppose that there exist two nonempty disjoint sets A and B in X such
that X = AUB, (C1A) nB = ¢, and A n (C1 B) = §. We claim that (A4, B) is a disconnection
of X. Note that

BcX\CIACX\A=B.

This implies that C1A = A. Similarly, C1 B = B. This shows that (4, B) is a disconnection
of X. O

Proposition 7.1.5. A metric space X is connected if and only if every continuous map f :
X — {0,1} is constant.

Proof. Suppose that X is connected. If there is a continuous map f : X — {0,1} that is
not constant, then the pair (f 140}, f ~11}) forms a disconnection. This is a contradiction.

For the converse, suppose that X is disconnected. Then there are nonempty disjoint
open sets U and V such that X = U U V. Define the map f : X — {0,1} by f(U) = {0} and
f(V) = {1}. Note that f is continuous and nonconstant. O

Proposition 7.1.6. Let A be a connected set in a metric space X. Let A ¢ B  Cl1A. Then B
is connected.

Proof. Letf : B — {0,1} be a continuous map. Since A is connected, f is constant on A.
Suppose that f(A) = {1}. Let b € B. Note that {f(b)} is open in {0, 1}. Since f is continuous
at b, there is an open set U containing b such that f(U) < {f(b)}. Note that B < ClA =
AUD(A).Ifb e A thenf(b) =1.1fb € D(A),then AN (U\ {b}) + 0. Leta € An (U \ {b}).
Then f(a) € {f(b)}. This implies that f(b) = f(a) = 1. Therefore, f is constant on B. Hence
B is connected. O

Proposition 7.1.7. A metric space X is connected if and only if the empty set 0 and X are
the only clopen sets of X.

Proof. Suppose that X is connected. On the contrary, suppose that U is a clopen set dif-
ferent from ¢ and X. Let V = X\ U. Then V is a nonempty open set disjoint from U. Since
U uV =X, X is disconnected. This is a contradiction.

Conversely, suppose that X has no nonempty proper clopen set. On the contrary,
suppose that X is disconnected. Then there are nonempty disjoint open sets U and V
such that

X=UuV and UNnV=0.

This shows that U is a clopen set in X, a contradiction. O

Proposition 7.1.8. The continuous image of a connected metric space is connected.
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Proof. Suppose that f is a surjective continuous map from a connected metric space X
to a metric space Y. On the contrary, suppose that Y is disconnected. Then there are
nonempty disjoint open sets U and V such that

Y=UuV and UNnV=¢.
We can easily observe that the pair (f L, f ~1(V)) is a disconnection of X, a contradic-
tion. O

Corollary 7.1.9. Let X be a connected metric space. If Y is a metric space homeomorphic
to X, then Y is connected.

A set Ain a metric space X is called connected if it is connected as a metric subspace
of X. Note that each singleton set in a metric space is a connected set.

Example 7.1.10. Define the map f : R — R% by f(x) = (cos x, sin x). We can check that
f is continuous. Note that the image of f is the unit circle S'. By Proposition 7.1.8, $' is a
connected set in R?,

Now we will classify the connected sets in the real line.
A set I in the real line R is called an interval if for all x,y € I and for every z € R
with x < z < y, we have z € I. We leave as an exercise to classify the intervals in R.

Proposition 7.1.11. A set in the real line is connected if and only if it is an interval.

Proof. Suppose that I is a connected set in the real line R. Suppose that I is not an inter-
val. Then there are points a, b € I with a < b such for some point c witha < c < b,c ¢ I.
Note that

I=(In(-00,0))u(In(c,o00)).

This shows that I is disconnected, a contradiction.

Conversely, suppose that I is an interval in the real line R. On the contrary, suppose
that I is disconnected. Suppose that (4, B) is a disconnection of I. Choose a € Aand b € B
such that a < b. Consider the set

Y={xeR|[ax)cA}

Note that Y + ¢ and Y is bounded above by b. Let I = sup Y. Sincea <l < bandIis an
interval, [ € I. Note that [ is a limit point of A. Then

Since A is closed in I, Cl; A = A. This shows that [ € A. Therefore [ < b. Since A is open in
I, there is € > 0 such that
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(I-el+e)nIcA.
Since
(l-el+e)nfa,blc(l-el+e)nI <A and [<b,

we get a contradiction as [ is the supremum of Y. O

Proposition 7.1.12 (Intermediate value theorem). Let X be a connected metric space, and
letf : X — R be a continuous map. Let a,b € f(X) with a < b. If ¢ € R is such that
a < ¢ < b, then there exists x € X such that f(x) = c.

Proof. Note that f(X) is connected in R. By Proposition 7.1.11, f(X) is an interval in R.
Therefore ¢ € f(X). Hence there exists x € X such that f(x) = c. O

Proposition 7.1.13. Let X be a connected metric space containing more than one element.
Then X is uncountable.

Proof. Leta,b € X be such thata # b. Definethemapf : X - Rbyf(x) = d(a,x). Thenf
is continuous. Therefore f(X) is connected in R. By Proposition 7.1.11, f(X) is an interval
in R. Note that f(a) = 0 and f(b) = d(a,b) > 0. Since f(X) is interval, [0, d(a, b)] < f(X).
Therefore f(X) is uncountable. O

Suppose that A is a connected set in a metric space X such that A ¢ U U V, where U
and V are open setswithUNnV nA = 0. Then A = (UnA)uU(VnA).Since A is connected,
eitherUnA =A,or VnNA = A. Thisimpliesthat AcUorAc V.

Proposition 7.1.14. A function f : [a,b] — R is monotonic if and only if f *(A) is con-
nected for every connected set A in R.

Proof. Suppose f is increasing. Let A be a connected set in R. On the contrary, suppose
that f ’1(A) is disconnected. Then there are points x,y € f ’1(A) andz ¢ f ’1(A) such that
x <z <y. Thenf(x) < f(z) < f(y) and f(z) ¢ A. This is a contradiction. We can similarly
discuss the decreasing case.

Conversely, suppose that f'(A) is connected for every connected set A in R. On the
contrary, suppose that f is not monotonic. Then f is neither increasing not decreasing.
Since f is not increasing, there are points x,y € [a, b] such that x < y and f(x) > f(y).
Since f is not decreasing, there is a point z € [a, b] such that one of the following holds:
@ z>yandf(z)>fQy);

(i) y>z>xandf(z) > f(x);
(iii) x >zandf(x) > f(2).

If (i) or (ii) holds, then f(f(y), co) is disconnected. If (iii) holds, then f~!(~co, f(x)) is
disconnected. In all the cases, we have a contradiction. O
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Proposition 7.1.15. Let {4, | a € A} be a nonempty family of connected sets in a metric
space X such that their intersection is nonempty. Then | J,. 4 A, is connected.

Proof. LetA = |Jye 4 Aq- On the contrary, suppose that A is disconnected. Then there are
opensets U and V of X such that A = (UNA)u (VNnA),whereUNA+6,VNA#+0,and
UNnVnA=0.Since for each a € A, A, is connected and A, < A, we have either A, ¢ U
orA, cVioralla e A.

Let X € (ge4 Aq- Since A € U U V, either x € U, or x € V. Suppose that x € U. Then
by the above observation we have A, ¢ U foralla € A.Since UnV NnA = ¢, we have
V nA = 0, a contradiction. O

Proposition 7.1.16. Let X and Y be connected metric spaces. Then X x Y is connected.

Proof. Letx € X.Definethemapf : Y — {x} x Y by f(y) = (x,y). By Proposition 7.1.8,
{x} x Y is connected in X x Y. Similarly, X x {y} is connected in X x Y forally € Y.
Let (a,b) € X x Y. For each y € Y, consider the set

Ay = (1a) x V) U (X x {p}).

By Proposition 7.1.15, A, is connected for all y € Y. Since (a,b) € A, for eachy € Y, by
Proposition 7.1.15, X x Y = [Jy 4, is connected. O

7.2 Components in metric spaces

A maximal connected subset of a metric space X is called a component of X. Leta € X.
Let A be the collection of connected sets in X containing a. Note that .4 is nonempty set
as {a} is a connected set. Let C be the union of all members of .A. By Proposition 7.1.15, C
is connected. Note that C is a component of X.

Let A be a connected setin X, and let a € A. Let C be a component of X containing a.
Then by Proposition 7.1.15, A U C is connected. By the maximality, A u C = C. This shows
thatA c C.

Let C; and C, be distinct components of X. Then C; N C, = @; otherwise, C; UC, would
be connected, which is a contradiction. Thus we have observed that the collection of
components forms a partition of X.

If A is a connected set, then Cl A is a connected set. This shows that if A is a compo-
nent of X, then Cl1A = A. Therefore A is closed.

Example 7.2.1. Each singleton is a component in the discrete metric space.

Example 7.2.2. Consider thesetX = {O}U{}l | n € N}intherealline. Then each singleton
in X is a component of X. Note that {0} is not open in X.

Example 7.2.3. Let U be an open set in the real line. Let C be a component of U. Let
a € C ¢ U. Since U is open, there is r > 0 such that B(a,r) ¢ U. Since a € B(a,r)nC,
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B(a,r) u C is connected. This implies that B(a,r) U C = C. Therefore B(a,r) < C. This
shows that C is open in R. Since each component of U contains a point of U n Q, there
are countably many components of U.

Proposition 7.2.4. IfAis aconnected clopen set in a metric space X, then A is a component
of X.

Proof. Let C be a component of X such that A ¢ C.If A # C, then A n C is a nonempty
proper clopen set in A. This shows that A is disconnected. This is a contradiction. O

Definition 7.2.5. A metric space X is said to be totally disconnected if for each distinct
points x and y of X, there is a disconnection (4, B) of X such that x ¢ Aandy € B.

A set in a metric space X is totally disconnected if it is totally disconnected as a
metric subspace.

Example 7.2.6. The discrete metric space is totally disconnected.

Example 7.2.7. Let x and y be two rational numbers such that a < b. Let ¢ be an irra-
tional number such that a < ¢ < b. Note that the sets

A={xeQ|x<c} and B={xeQ|x>c}

form a disconnection of Q. Since a € A and b € B, the set of rational numbers Q is totally
disconnected.

Example 7.2.8. The Cantor set C is totally disconnected. Let x and y be two distinct points
of C. Choose n € N such that 3% < |x-y|. Then x and y belong to different subintervals of
C,.LetIbethe closed subinterval of C, such that x € I. Then (CnI, C\I) is a disconnection
of Csuchthatx e CnIandye C\I.

Proposition 7.2.9. The only components of a totally disconnected metric space are sin-
gletons.

Proof. Let C be a component of a totally disconnected metric space X such that C con-
tains distinct points x and y. Then there exists a disconnection (4, B) of X such thatx € A
and y € B. Note that (C n A, C n B) is a disconnection of C. This is a contradiction. O

Proposition 7.2.10. Let X be a metric space. Suppose that B is a collection of clopen sets
of X such that for any open set U of X with x € U, thereis B € B such thatx € B ¢ U.
Then X is totally disconnected.

Proof. Let x and y be distinct points of X. Let U be an open set of X such that x € U and
y ¢ U. Then there is B € B such that x € B ¢ U. Note that (B, X \ B) is a disconnection of
X such that x e Bandy € X \ B. Therefore X is totally disconnected. O
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Remark 7.2.11. If X is a compact and totally disconnected metric space, then there is a
collection 5 of clopen sets of X such that for any open set U of X with x € U, there is
B e Bsuch that x € B ¢ U. We leave the proof as an exercise.

7.3 Path connectedness

Let X be a metric space, and let x,y € X. A continuous map y : [a,b] — X such that
y(a) = x and y(b) = y is called a path in X from x to y.

A metric space X is called path connected if for all points x and y of X, there is a path
from x toy. A set A in a metric space X is called path connected if it is path connected as
a metric subspace.

Example 7.3.1. For n > 2, R"\ {0} is path connected. Let x,y € R"\ {0}. If the origin is
not on the line in R”" from x to y, then it is a path in R™ \ {0} from x to y. If the origin is
on the line in R" from x to y, then consider a point z ¢ R" \ {0} that is not on this line.
Consider a line from x to z and a line from z to y. This gives a path from x to y.

Example 7.3.2. Let x, y, and z be three points in a metric space X. Let y; : [0,1] — X be
a path from x to y, and let y, : [0,1] — X be a path from y to z. Define y : [0,1] — X by

: 1
(t) _ <|y1(2t) ifte [?) 2])

Then y is a path in X from x to z.

Remark 7.3.3. By Example 7.3.2 we can observe that a metric space X is path connected
if an only if there is a point a € X that can be joined by a path to any x € X.

Proposition 7.3.4. A path-connected metric space is connected.

Proof. Let X be a path-connected metric space. On the contrary, suppose that X is not
connected. Let (A, B) be a disconnection of X. Let x € A and y € B. Since X is path
connected, there is a path y : [a,b] — X such that y(a) = x and y(b) = y. Since y
is continuous, (y’l(A), y’l(B)) forms a disconnection of [a, b]. This shows that [a, b] is
disconnected. This is a contradiction. O

Example 7.3.5. The space R\ {0} is not path connected as it is not connected.

Proposition 7.3.6. The continuous image of a path-connected metric space is path con-
nected.

Proof. Let X and Y be metric spaces such that X is path connected. Letf : X — Y be a
surjective continuous map. Let y;,y, € Y. Then there exist x;, x, € X such that f(x;) = y;
and f(x,) = y,. Since X is path connected, there is a path y : [a,b] — X such that
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y(a) = x; and y(b) = x,. Thenf oy : [a,b] — X is a path from y, to y,. Therefore Y is path
connected. O

Example 7.3.7. For n > 1, consider the sphere $". The map f : R**!\ {0} — S" defined

by f(x) = ﬁ is a surjective continuous map. Since RY\ {0} is path connected, " is

path connected.

A connected metric space need not be path connected as observed in the following
example.

Example 7.3.8. Consider the set
2 1
A=4(xy) eR |y=sm)—(,0<xsl .

We will first show that A is path connected but C1 A is not path connected. Once we obtain
that A is path connected, we get that A is connected. This implies that C1 A is connected.
Hence Cl A is connected but not path connected (see Figure 7.1).

0.5

-0.5

-1

Figure 7.1: Topologist’s sine curve.

First, note that A is the continuous image of the map f : (0,1] — R? defined by

1
=|x,sin = ).
f0 <x i x)
Since (0,1] is path connected, A is path connected. Observe that

CA=Au{0,y) | -1<y<1}
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To show that C1 A is not path connected, we will show that there is no path from (0, 0) to
(,0) € A.

On the contrary, suppose that there is a path y : [0,1] — ClA such that y(0) = (0, 0)
and y(1) = (%, 0). Let y(t) = (y1(t), yo(t)). Since y is continuous, y; and y, are continuous.
Since y; is continuous, by the intermediate value theorem there is 0 < ¢; < 1 such that
i) = 32_n Again, by the intermediate value theorem there is 0 < ¢, < t; such that
Yi(ty) = % In this way, we get a decreasing sequence (t,) in [0, 1] such that y,(t) = m

Note that y,(t) = m Then y,(t,) = (-1)". Since (t,) is a decreasing and bounded
below sequence, ¢, — tin [0,1]. Since (y,(t,)) is not convergent, y, is not continuous at

t, a contradiction.

Let x,y € R". Then the map y : [0,1] — R" defined by y(t) = tx + (1 - t)y is a line
segment from x to y.

A set Ain R" is called convex if any two points of A can be joined by a line segment
that is contained in A. We can observe that a convex set in path connected.

Example 7.3.9. An open ball B(a,r) in R" is path connected. Let x,y € B(a,r) and t €
[0,1]. Then

[y® -a|=tx+1-t)y-a
= tx-a)+ 1-t)y - @)
<tlx-al+@1-0ly-al
<tr+(1-t)r

=Tr.

Therefore the line segment y(t) is contained in B(a, ).

Exercises

7.1. First of all, complete whatever is left for you as exercises.

7.2.  Show that the normed spaces (C[a, b], | - |,) and ¢, are connected.

7.3. Isan open ball connected in a metric space? Can you think of some sufficient con-
ditions for an open ball in a metric space be connected?

7.4. Use the intermediate value theorem to show that every real polynomial of odd
degree has a real root.

75. Iff : ' - Ris a continuous map, then show that there is a point x € S such that
fx) = f(=x).

7.6. Let X be a connected metric space. Then a point x € X is called a cut point if X \ {x}
is disconnected.
Suppose that x is a cut point of a connected metric space X. Show that if (4, B) is a
disconnection of X \ {x}, then A U {x} and B U {x} are connected.
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7.7.  Show that if X is a connected metric space containing at least two distinct points,
then X = A U B for some nonempty connected sets A and B in X.

7.8. Show that the set A in R? containing the points in R? such that at least one coordi-
nate is rational is connected.

7.9. Show that if X is a countable connected metric space, then every continuous map
from X to the real line is constant.

7.10. Letf : X — Y be a surjective continuous map. Is the continuous image of a com-
ponent in X a component in Y?
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